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ABSTRACT

The mechanisms of heat transfer in oscillating flow are the

subject of this report. Most of the work relates to the more restricted

topic of heat transfer in turbulent gas pipe flow with superimposed longi-

tudinal standing-wave oscillations.

The important non-dimensional parameters of the unsteady heat

transfer problem are determined and known mechanisms by means of which

oscillations can affect heat transfer are discussed, e.g., viscous di'si-

pation, acoustic streaming, and changes of the turbulence structure. k

quasi-steady analysis is a13o presented. Heat transfer and (hot-wire)

velocity profile measurements from this investigation of pipe flow with

superimposed oscillations are compared with the results of other studies

to determine the importance of acoustic streaming and viscous dissipation.

These phenomena appear to be unimportant in many cases of interest. The

present experimental work is then reexamined, with a view to studying the
effects of the oscillations on the turbulence structure. Total (edd4y plus

molecular) viscosity plots give some indication o regions of generation by

the oscillation of 'abnormal' turbulence, and subsequent diffusion and decay

of this turbulence. These effects of the oscillation on the turbulence

structure are also qualitatively supported by heat transfer and peak-to-peak

velocity profile data. From this analysis, it appears that the principal

mechanism o; the effect of the oscillations on heat transfer is through

changes in the turbulence structure. An attempt was then made to correlate

the heat transfer data of this investigation with other studies. Evidence

suggests that in certain cases the data may be approximately correlated using

only 2 of the 4 main parameters. In a certain parameter :ange, the heat trans-

fer data appears to approach the theoretical quasi-steady values remarkably;

it appears that here regions of the flow near the wall may be approaching

the quasi-steady state. Recommendations for further work are given, and the

possible applications of oscillations to heat exchanger design is discussed;

the latter appear very limited.



iii

ACKNOWLEDGEMENTS i

The autnor wishes to express his indebtedness to Professor

L. Crocco and Mr. D. T. HarrJe for much useful advice and many stimu-

lating discussions throughout the period of this investigation. With

respect to specific aspects of the research, discussions with Professors

R. Eichhorn, W. 0. Criminale, G. L. Mellor and W. A. Sirignano were

invaluable. The computer work was done with the aid of Mr. L. L. Hoffman

and in building and operating the experimental apparatus and instrumenta-

tion systems, the able assistance of Messrs. J. Semler, F. Willis,

J. Cooper, M. Drobnek and S. Marquardt is acknowledged. Thanks are also

due to Mrs. E. Olsen and Miss D. Morris for the secretarial work involved

in the preparation of this thesis. The work was supported by the Office

of Naval Research, Contract No. USN-NONR 1858 (29).

4



iv

TABLE OF CONTENTS

Page

TITLE PAGE i

ABSTRACT ii

ACKNOWLEDGEMENTS ii

TABLE OF CONTENTS iv

NOMENCLATURE vi

LIST OF FIGURES xvi

INTRODUCTION xviii

1. DIMENSIONAL ANALYSIS, SOME IMPORTANT PARAMETERS OF THE PROBLEM, j
AND DISCUSSION OF SOME PHENOMENA IN HEAT TRANSFER IN
OSCILLATING FLOW 1

2. SURVEY OF THE LITERATURE 23

3. EXPERIMENTAL HEAT TRANSFER MEASUREMENTS IN AN
OSCILLATING FLOW SYSTEM 63

3.1 General Description of the Apparatus 63

3.2 Instrumentation 66

3.2.1 Thermocouples 66

3.2.2 Condensate Measurement 69

3.2.3 Steady Pressure Measurements 69

3.2.4 Dynamic Pressure Measurements 69

3,3 Operation 72

3.4 Data Reduction 73

3.5 Experimental Results 81

4. HOT-WIRE ANEMOMETER MEASUREMENTS 91

4.1 Introduction 91

4.2 General Description of Hot-Wire Test Section 91

4.3 'Dynisco' Pressure Transducer System 93

4.4 Kistler Transducer System 94
4.5 Mechanical Details of Hot-Wire Traversing System 96
4.6 Mechanical Details of Hot-Wire Probe 100

4.7 Electrical Details of Hot-Wire System 103

4.8 Measurement of Parameters of the Wires 112



I'
V

Page

4.9 Calibration of the Hot-Wire 114

4.10 Taking of Data 123

4.11 Reading of Data off Photograph 129

4.12 Reduction of Data 135

4.13 Experimental Results 146

5. DISCUSSION 179

5.1 Viscous Dissipation 179

5.2 Acoustic Streaming 190

5.3 Effects of Oscillations on Turbulence Exchange Properties 209

5.4 Brief Discussion of Certain Features of the
Heat Transfer Data of this Report 258

5.5 Correlation of Heat Transfer Data 267

5.6 Some Recommendatios for rurther Work 297

5.7 Possible Applications of the Effects of Longitudinal
Oscillations upon Heat transfer Observed in this Report 298

REFERENCES 313



vi

NOMENCLATURE

Some symbols defined in the text and used in a very restricted

region of the text near the definition are not given here. Symbols used

with different meanings in different places in the text have all meanings

given here; the use in the text should make it obvious which meaning is

intended at a particular point in the text. To save space, for sone symbols

which are defined in the text, we merely give the location of that definition

in the list below. We here use the abbreviations:

E. - Equation

S. - Section

p. - page or pages
def. - definition

A (1) constant

(2) see discussion, S. 5.5, p. 275-277

A(h) amplitude of heat transfer coefficient fluctuation

A(A) amplitude of wire resistance fluctuation

AIA 2  defined in Figure 54, S. 4.7, p. 108

a (1) defined by E. (59), S. 4.9, p. 120

(2) velocity in x-direction

a,a' time-averagc and time-varying components of a (2nd def.)

a'2  time-average value of a'2

a mean time-average flow velocity in pipe

a. defined by pa- 2 = tw

7'bW time-average value of a'b'

b velocity in r-direction

time-average and time-varying components of b

b 2  time-average value of b 2

Cf 1 -2 (for flat plate)

SCp (1) specific heat at constant pressure of fluid

(2) specific heat at constant pressure of hot-wire
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c speed of sound

cb speed of sound in duct based on Tbs

D (1) diameter of pipe

(2) " " hot-wire

D' 26 , see discussion, S. 5.5., p. 292

DK,DHW see discussion, S. 4.11, p. 133

E = Eckerr No. = U2/C (T -T)

Eh! = (hlw - hlF)/hlF

E ml,Em2 defined, Figure 55, S. 4.7, p. 110

E see discussion, S. 5.3, p. 246

E s I  defined, E. (134), S. 5.7, p. 310

E defined, Figure 55, S. 4.7, p. 110o

E o,Eo, defined, E. (132),(133), S. 5.7, p. 309

E lr E r/iE2r ' EIr/aD

F v  = VpsSlVhwss

F2r In(lO) kEr/a
2

f (1) frequency of oscillation

(2) general function

f = W c /27rC c

g general fun oyj

R parameter used in Ref. 6, see S. 2, p. 29P

h (1) heat transfer coefficient

(2) general function

average heat transfer coefficienc at hot-wire surface

h heat transfer coefficient at hot-wire surface

hie hI -ider standard conditions

hlF see discussion, S 4.9, p. 121

his h under measurement conditions

hlw see discussion, S. 4.9, p. 121

Iv
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I hot-wire current

1 (1) defined, E. (51), S. 4.7, p. Ill
I

(2) see discussion, S. 4.12, p. 138

1121I2 see discussion, S. 4.12, p. 141

K (1) thermal conductivity

(2) parameter used in Ref. 31, see S.2, p. 60

(3) total voltage gain of amplifiers in feedback loop
of hot-wire anemometer circuit

YIF air thermal conductivity (evaluated at T.)

KC K under standard conditions

KS" " measurement conditions

K 'eddy thermal conductivity'

Kt  molecular plus eddy conductivity

K thermal :onductivity of hot-wireV

K 1K individual voltage gains of amplifiers in feedback loop
KI'K2 of hot-wire anemometer circuit

k wave number

klk 2  specific values of k

L (1) length of pipes in heat exchanger

(2) see discussion, S. 5.5, p. 275-277

(3) length of heat transfer section of pipe

(4) hot-wire length

L' see discussior, S. 4.9, p. 123

M Mach number = 0/ RT

Ma M calculated as given in S. 3.4, p. 80

= u /cb
Mb I b Ob

imass flow in heat exchanger

N number of pipes in heat exchanger

Nu (1) = local Nusselt number = hD/K

(2) unsteady flow Nusselt number based on D

Nu Nusselt number as a function of x/D

Nu Jmax see discussion, S. 5.2, p. 199
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Nu normalized Nusselt number, see S. 3, p. 76n

Nu steady flow value of Nunis n

Nu unsteady " " "
n,u

Nu Nusselt number based on distance from leading edge of heated wall,
or leading edge of flat plate

Nu Nu under steady flow conditions

Nu0  (1) steady flow Nusselt number based on D

(2) Nu under steady flow conditions

n (I) an integer

(2) general exponent

P (1) pressure

(2) defined by E. (57), S. 4.9, p. 120

A P pressure drop in oscillating flow

P' parameter used in Ref. 5, see S. 2, p. 36

P time-average fluid pressure in pipe
A
P peak-to-peak fluid pressure in pipe

parameter used in Reference 31, see S. 2, p. 62
0

P C freestream pressure under standard conditions

APN peak-to-peak pressure in pipe at velocity node (pressure antinode)

P N r.m.s. pressure in pipe at velocity node

Ptime-average value of Px
AP 0 pressure drop in steady flow

Pr = Ptandtl number = gCp/K
(Pr) = a'b di

4 dr

Q defined by E. (58), S. 4.9, p. 120

AQ heat transferred in oscillating flow

AQT total heat transferred in heat exchanger

QC typically experimentally observed heat transfer rate

16QC difference between heat transfer deviations from thesteady flow values at the maxima and minima of heat transfer

under oscillating conditions

Q defined7 E. (16), S. I, p. 12
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at velocity antinode

A Qo heat transferred in steady flow

R (I) resistance of hot-wire

(2) gas constant

R' wire resistance ratio - average operating resistance of wire
(electrically heated) divided by resistance of unheated wire

average value of R (Ist def.), see Fig. 51, S. 4.6, p. 104

R resistance of cable, wire support needles, etc., associatedc with hot-wire, see S. 4.7, p. 110, 111 and Fig. 56

R' see discussion, S. 4.12, p. 138cal

Rf defined, S. 4.6, p. 107

R resistance of hot-wirew

R resistance of hot-wire when unheated
w,c

R average resistance of hot-wire when electrically heated
w,h

R resistance of hot-wire at 680F0

R'1  see discussion, S. 4.12, p. 138
1

see S. 4.7, p. 104 (Fig. 51), p. 108 (Fig. 53), p. 111 (Fig. 56)

Re Reynolds number = fUD/ A

Re' Re based on D' instead of D

ReL ~ Reynolds number based on length of flat plate

Re Re calculated as given in S. 3.4, p. 80a

Re Reynolds number based on distance from leading edge of flat platex

Res Reynolds number based on boundary layer thickness

r coordinate measured radially outward from center-line of pipe

r(subscript) differentiation with respect to r

S = Strouhal number = WD/U

S' S based on D' instead of D

S S calculated as given in S. 3.4, p. 80a

SL Strouhal number based on length of flat plate

S Strouhal n-ber based on distance from leading edge of flat platex
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St = Stanton number h/PCp

T (1) temperature

(2) bulk temperature of fluid

(3) period of oscillation

AT temperature difference

TB bulk temperature of fluid

A TB  see S. 1, p. 8

TCL temperature at center-line of pipe

TE  frec stream temperature

TEC TE under standard conditions

TES TE  " measurement "

TF  film temperature = (free stream temperature + wire temperature)

TFC TF  under standard conditions

TFS TF " measurement conditions

TR  gas temperature in OR

TR,b  Tb measured in 0R

Ta defined, S. 3, p. 77

Tb air temperature in duct at exit of heated section, a function of r (OF)

Tbj s  defined, S. 3, p. 77

T (1) wall temperature

(2) a specific constant wadl temperature

(T w-TB)typ  see S. 1, p. 8

Tw,av time-averaged value of T w(def. 1)

T0,T1  specific constant wall temperatures

T sea discussion, S. 5.3, p. 256, 257

t time

At defined, Figure 54, S. 4.7, p. 108

t ,tb t C times such that t a  t b< tc

t(subscript) differentiation with respect to t

U velocity in x-direction

Unean tine-average flow velocity in pipe or in free stream



xi

U' defined, E. (78), S. 5.2, p. 193

U (1) r.m.s, velocity at pipe center-line

(2) r.m.s, x-velocity

U (1) peak-to-peak velocity at pipe center-line, or in free stream

(2) peak-to-peak x-velocity

A peak-to-peak velocity in pipe at center-line at velocity antinode

U A  r.m.s, velocity in pipe at center-line at velocity antinode

amean time-average flow velocity in duct upstream of heated section,

a see S. 3.4, p. 80

0b  mean time-average flow velocity in duct downstream of heated section

U mcenter-line velocity in pipe

U y~s,'Uy,a defined, S. 1, p. 13

UT defined by () ff U

U (def. 2) far from wall
0

U (def. 2) far from wall

u velocity in x-direction

U U

UrU r  time-average and time-varying components of u r

V (1) average flow velocity through pipes in heat exchanger

(2) velocity in y-direction

v (1) x-velocity of fluid in pipe

(2) air velocity

v (1) mean x-velocity of fluid in pipe

(2) defined, S. 4.13, p. 146

vV defined, E. (62), S. 4.12, p. 140, and in S. 4.13, p. 146

v peak-to-peak velocity, see S. 4.13, p. 146

v air velocity under standard conditions
vC

vJ'vK,'VLV M  see discussion, S. 4.12, p. 138

v$ air velocity under measurement conditions

Fc V

V cl,Vcl defined, S. 1, p. 4

Vhws defined, $. 5.3, p. 209
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Vm x-velocity in pipe at center-line

v Pdefined, S. 5.3, p. 209

V1,V 2,V 4) - see discussion, S. 4.12, p. 136

w = Nu " NU 0

o -N max

We  w estimated from experimental data

wIwY see discussion, S. 5.2, p. 204

x (1) distance downstream of heated section entrance

(2) position of traversing hot-wire test section,
see discussion, S. 4.13, p. 146

(3) coordinate parallel to flat plate, or wall of pipe

x(subscript) differentiation with respect to x

x (1) U~/w
(2) peak-to-peak displacement of flat plate

xA,x B  specific values of x(def. 1)

XA distance of velocity antinode downstream of heated section entrance

x unheated length of flat plate (upstream of heat-transfer section)

X 1 specific value of x (def. 1)

y distance measured away from and perpendicular to flat wall, or pipe wall

Y~subcl difre5ato wYt repet o
Ys ff 45 Y/Ut

Yl defined by 5 = =I -

1 ' Y2 specific values of y+ , Y4 = 5, y2 = 30

ZM,ZN,ZJ see discussion, S. 4.11, p. 133

d. (i) =i/79
(2) temperature coefficient of resistance of hot-wire at 68OF

(3) damping coefficient for wave travelling in a circular tube,
see S. 5.7, p. 308
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(1) 2y/D

(2) ratio of specific heats

(1) a small number ( 4C 1)

(2) boundary layer thickness

= A f l/ (Ist def. of o(.)
A

yl+

SAC' ac = A

kinematic 'eddy viscosity'

'average' kinenatic 'eddy viscosity'
see discussion, S. 5.2, p. 200, 204

S /X Re

S'/X'Re'

e dummy variable in integration

(1) wave length of oscillation

(2) friction factor defined by U2

friction factot X based on Re' instead of on Re
I D

friction factor defined by %,W = I2 1

vi scosity

,"AX time-average and time-varying components of,,"

A1F air viscosity (evaluated at T.)

14F under standard conditions

FS " measurement conditions

#t 'eddy' plus molecular viscosity

time average value of 'u '
r

*tur  time average value of Au.ur

Vkinematic viscosity

= llog 0 (kaD/a)

V21, 22 specific values of V 2

(1) denaity of fluid

(2) density of hot-wire

Lq
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*time-average value of 9 (def. 1)
PF air density (evaluated at TF  and the free stream static pressure

near the wire)

eFC (F under standard conditions

PFS PF under measurement conditions

-U time-average value of PU in free stream

eu r.m.s. value of eU in free stream

"z shear stress

'tw shear stress at wall

0 see discussion, S. 5.5, p. 275-277

W (1) angular frequency

(2) angular frequency of oscillations

(3) angular frequenLy of heat-transfer coefficient fluctuation

* c  f 4hi'? CpD) critical angular frequency of hot-wire

wJ C defined in S. 4.6, p. 107

L 2 = kaV/i
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INTRODUCTION

In recent years a number of fields have been confronted with

problems associated with unsteady heat transfer. Classic examples have

involved the burnout problems associated with the heat transfer increases

experienced with unstable rocket motor operation and with other similar

combustion devices. Heat transfer increases, at times approaching an

order of magnitude change, have been measured in the presence of high

amplitude combustion instability. It is important that an understanding

of the governing mechanisms be achieved.

Another reason for studying the mechanisms of heat transfer with

oscillating flow is to possibly control such heat transfer increases and

thereby enhance heat fluxes. With this control, techniques might be em-

ployed #-c improve the performance of size-limited heat transfer systems

including propulsion devices like the nuclear rocket.

For such reasons, this study into the basic mechanisms of heat

transfer with oscillating flow was undertaken. Only with a knowledge of

the mechanisms can the phenomenon bu controlled and accurate rredictions

of the effects be made. These nLon-combustion studies were conducted in

a turbulent, unsteady environment provided within a duct, which was

placed in resonance by a siren arrangement. Another research program

(also conducted at Princeton) on combustion instability in liquid propel-

lant rocket motors provided data for a limited number of comparisons with

this study and added factors such as combustion, shock-type waves, and
extremely high amplitudes. However, only through analysis and via care-
fully controlled tests, such as those described in this report, is it

possible to isolate the mechanisms that are responsible for such heat

transfer increases due to this complex gas dynamic phenomenon in turbulent

flow.

I



1. DIMENSIONAL ANALYSIS, SOME IMPORTANT PARAMETERS OF THE PROBLEM AND

DISCUSSION OF SOME PHENOMENA IN HEAT TRANSFER IN OSCILLATING FLOW

To gain some insight into the important parameters in the problem

of heat transfer in oscillating flow, the following simple dimensional anal-

ysis can be performed . Considering first the case of steady flow (no oscil-

lations), that situation is sketched in Figure I (All symbols are defined

in the nomenclature, p.vii).

XP0 &p r,,

Ielud Pepe 4 .* ef

FIGURE 1

We consider flow of a gas in a circular pipe with the following assumptions:

- the pipe Is hydrodynamically smooth

- natural convection effects are absent

- the flow is fully developed hydrodynamically upstream
of the heated section

- the equation of state, P eRT , applies and hence P is not

an independent variable in the dimensional analysis (also R -i
- p
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We then consider the heat transfer coefficient (h) at point A, and write

the following relationship:

h - f( , T,,^, K, C wp , Tw I, x, D)

(f represents a function in general, not any particular function). Here,

we consider the quantities f , ^ , K, Cp, P , U to be defined by their

values upstream of the heated section, to simplify the analysis. For a

gas with moderate (T - T )/T and low Mach number, these quantities remain
w

nearly constant throughout the flow field. We have an equation relating

eleven quantities containing four fundamental dimensions (mass, length,

time, and temperature), hence we expect (1) to reduce to a relation among

seven dimensionless groups. A common way of selecting these groupa is:

A = / ,,, ' p , (2)

or:

Nu = f(Re ,Pr, M (3)
D 3

We now consider the comparison of two cases, with different values

of Re, Pr, M, V , and T /T. Therefore, the overall (over all values of

x/D) heat transfer characteristics of two cases being compared (which we

shall represent by Nu = Nui(x/D) , a function whose form depends on Re, Pr,
T

M,' , and w/T) may be written as:

A T

Since we are dealing with gases, the ranges of variation of the quantities

Pr and Y are small, and these groups may be dropped as a first approximation

from Equations (2), (3) and (4). Hence, we can write, approximately,

A T

Nu f (Re ,M, )()
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We now consider the addition -f periodic longitudinal oscillations

of the gas flow to the problem. The oscillation can be viewed as being made

up of a right-travelling and a left-travelling wave. The pressure is approx-

imately uniform across the cross-uection of the pipe at given values of x

and time. For most cases of concern, (important exceptions are some cases

of unstable rocket motors) the amplitude of the oscillations are such that

P/2P A .15 and hence the left and -ight-travelling waves are approximately

linear in character and as a first approximation, do not interact. Therefore,

the oscillation can be specified by giving (at a fixed value of x ) the

pressure variations due to the right and left travelling waves, as a function

of time. Due to the constraint of the equations of motion of the fluid, the

oscillations could equally well. be specified by giving the velocity fluctu-

ations on the pipe center-line at a fixed value of x as a function of

time due to the right and left-travelling waves. Clearly, we could have

an infinite number of different cases, corresponding to the infinite number

of possible wave-shapes. To proceed with the analysis, the assumption is

made, which is a good approximation in many cases of interest, that the

right and left-travelling of waves (defined by either pressure fluctuations

or pipe center-line velocity fluctuations) are sine waves of the same fre-

quency. A further approximation also applicable to many cases of interest

is that the strength of the right and left travelling waves are '- equal

(i.e., that, to an approximationponly standing waves are present). Under

these approximations, the oscillation can be described by two parameters,

the angular frequency, 4) , and the peak-to-peak velocity at the pipe center-
A

line at a velocity antinode, UA * When we superimpose the standing-wave

pattern on the heat-transfer configuration pictured in Fig. I, we see that

another parameter, the distance of a velocity antinode from the upstream edge

of the heated section (xA) , is required to specify the situation. (See
A

Fig. 2 next page.) We now must consider Nu (see Eqn. (5)), to be a function
A

of three additional parameters, CA , UA , xA . Forming non-dimensional groups,

* we replace Eqn. (5) by, for the case with oscillations;

A

A fe Tw  0D UA xA
Nu = T 0 - (6)

or: A

A Tw S U UN
Nu = f (M Re ,T , D A D

U
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Vt I. thy NSee

v = instantaneous center-line velocity
ci

Vcl = time-average center-line velocity

FIGURE 2

We now briefly discuss some aspects of these dimensionless groups

and a few other combinations of the group which may be used. In experimen-

tal work the parameter PN/P is often used to specify the oscillation

strength. Using the simple wave relations for unsteady flow, we can show

that

A A A A

PN YUA UA - UA= = k - = V M (8)c - c -

U U
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In theoretical solutions for laminar channel and pipe flow with

superimposed longitudinal standing-wave oscillations, References 1 and 2

show (within the range of applicability of their solutions) that the time-

averaged secondary flows induced by the oscillation (acoustic streaming)

are of order oi magnitude

A 2  A 2
UA UA M

D2 c - 2

as compared to the undisturbed flow (no oscillations).

By combining the parameter Re and S , one can obtain the parameter

-D x (0D ca D 2  W 2

which has the following significance: we consider a two dimensional flow

field as sketched in Figure 3 and governed by Eqns. (9) and (10).

ypica/ VY 0

i S to.*aeovs = ¢. .,

Ye/s4cy

Wd//

FIGURE 3

ut =- x + Uyy (9)
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P = Asinwt (10)
x

This simplified system approximately reproduces the behavior of the time-

varying component of longitudinal velocity near the wall for the case of

laminar pipe flow with superimposed longitudinal oscillations. In this

case the time-mean U velocity is zero. The well known solution to this

problem is

A (11)u = - cost - e YiCosi(t y

(12)

where - is the e-folding distance for the decaying sinusoid part of the

solution. &A = I is sometimes referred to _ the thickness of the

A.C. boundary layer. The combination of parameters ReS can then be

written as:

= -- 20D 2 (13)

which is twice the square of the ratio of the pipe diameter to the A.C.

boundary layer thickness. In many cases of interest, the parameter ReS

may have much the same significance even in turbulent flow; since in these

cases the thickness of the A.C. boundary layer is so small that it lies

within and near what would normally be the laminar sub-layer, and hence the

'eddy viscosity' in the A.C. boundary layer is relatively close to the

molecular value,o 
.I

One reason for the importance of the parameter Tw/T in Equation 7

is the fact that the properties of the fluid (,Aw., K , C , e ) may vary

considerably between the wall (T rn ) and the central portion of the flow

the fluid properties are almost constant throughout the flow field (e.g. gas
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flows with T /T 1 1), this parameter still may be of importance forw

some cases of oscillating flow as discussed below. Under some conditions

(though usually unimportant, see p. 190, viscous dissipation caused by

the instantaneously very high shear values near the wall due to the im-

posed oscillations can contribute significantly to the heat transfer to

or from the wall. A measure of the wave energy per unit mass available
'2

for possible dissipation is U A  A measure of the thermal energy avail-
able per unit mass for possible heat tra.isfer to the walls is:

C p(T - T )

One parameter of significance in estimating the importance of viscous dis-

sipation is then:

A 2 )2 2- 2U1

UA UE (14)
C (T-T ) (T-T)
p w p w

[ which may be written as:

,A2 A A2

_____) U2 U1 ( 1'__(iA) C(TT (YA1) _A( ) M2 (3-l (15)
C P TT RT(- T M TH

which shows again, the appearance of the parameter T /T

w

It appears likely that when both the variations of fluid proper-

ties throughout the flow field, and the effects of viscous dissipation are

intimportant, Tw/T may be dropped, as a first approximation,from Equation (7).

In comparing the literature reports among themselves and with the

work presented here, the parameters presented in Equation (7) will be used.

However, in making such comparisons the following possible differences from

the situation analyzed above must be considered:

(1) Pressure (and/or center-line velocity) wave shapes differing

from sinusoidal.
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(2) Non-equality of the strengths of the right and left

travelling waves (i.e. travelling waves as well as standing waves in

the pipe).

(3) Variation of the wall temperature in the heated section

of the pipe (Fig. 1, Tw). (A pipe heated by condensing steam will usually
have T w : constant and hence will approximate the model presented above,

while an electrically heated pipe (-. constant heat input per unit area)

will have a wall temperature usually rising in the downstream direction.)

(4) A heated section so short that it cannot be regarded as

extending to infinity in the downstream direction (this point is discussed

further on p.18,19).

(5) Flow which is not hydrodynamically developed at the entrance

to the heated section. (Many references deal with flow which starts to

hydrodynamically develop at or near the heated section entrance.)

(6) Also, for some cases (e.g., in rocket motors with

Tw/T 1), it may not be permissible to drop Tw/T from Equation (7) as

was discussed on p.7 .

(7) Geometry differences; in many cases very severe, such as

flows over flat plates. Any comparisons between flows over flat plates

and pipe flows must be made with great caution.

In the author:s opinion, comparisons may tentatively be made on

the basis of the parameters of Equation (7) alone, even in the cases where

differences (3) and (5) listed above apply in restricted cases as discussed

below. Considering difference (3) first, we refer to Figure 4 on the next

page. We compare electrically and steam-heated cases. If ATB is much

smaller than a typical value of Tw - TB , say A TB ( 0.1(Tw - TB)typ

the electrically and steam-heated cases are almost identical except near

the entrance to the heated section. In this case, comparison using the

parameters of Equation (7) only should be quite satisfactory,' except near

the thermal entrance. Even with 4 TB9, 0.4(T - T) or higher, the
B w B typ

author feels that comparisons on the basis of Equation (7) may be tentatively

made, though with less confidence than for smaller values of A TB . (See

cases I and II, Figure 4.) With respect to difference (5), we compare the

case where the flow is hydrodynamically developed at the entrance to the
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heated section with that where the hydrodynamic development starts at this

point. The author feels that for distances greater than 20 diameters

downstream from the entrance of the heated section (for turbulent flow)

where the flow is approaching hydrodynamic development in the latter case

mentioned above, again, comparisons of the two cases may tentativel, be

made on the basis of Equation (7). For distances of 10-20 diameters or less

from the thermal entrance these comparisons get progressively more dangerous.

We now discuss briefly some of the phenomena involved in heat trans-

fer in oscillating flow systems. We cenider here nainly the case of pipe

flow, but the discussions are also applicable to flow over flat plates.
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(1) Acoustic Streaming

We consider here the case of laminar flow. It has

been shown (Refs. I and 2) that the presence of longitudinal standing-

wave oscillations superimposed on a time-average laminar pipe flow, can

produce deviations of the time-average gas velocities from those of the
corresponding flow with no oscillations. In particular, the time-average
U-velocity profile across the pipe diameter will be distorted. This gen-

eration of time-average secondary flow velocities is acoustic streaming.

An analysis presented in Ref. 3 shows that these distortions of the veloc-

ity profiles can produce local deviations of the heat transfer coefficient

from the corresponding steady-state values, as would be expected. This

phenomena will be further described in the survey of the literature in

which Refs. 1, 2 and 3 are discussed. Acoustic streaming can also occur

in turbulent flow, for which to the author's knowledge, no analysis has

been done to date.

(2) Variation in the Turbulence Exchange Properties of the

Fluid Due to the Imposed Oscillations

This effect can be subdivided into 2 types of phenomena. 4
One is the oscillation-induced transition from laminar to turbulent flow

(i.e. the flow is laminar under conditions of no applied oscillations, but

turbulent when oscillations are applied);the other is the alteration of the

turbulence exchange properties of a flow already turbulent in the steady

state. Refs. 4 and 5 show that the transition Reynolds number on a flat

plate may be reduced by the application of longitudinal oscillations, whereas

Reference 6 suggests that turbulence may be induced in pipe flow for

Re = 1,000 - 2,100 by longitudinal flow oscillations. These references,

also, will be further discussed in the literature survey, A large number

of references dealing with turbulent flows seem, from heat transfer data,

to imply deviations of the turbulence exchange properties from those of the

corresponding steady flows. This follows from the tentative elimination of

the phenomena described in paragraphs (1), (3) and (4) of this discussion as

accountable for the observed changes in heat transfer. These elimination

calculations are given in Section 5 and the references discussed in detail

in the literature survey. It is to be noted, that for the case of turbulent
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flow, both acoustic streaming and changes in the turbulence exchange

properties induced by oscillation may alter the time-average velocity profiles

from the corresponding steady-state values thus presenting a complex

picture for analysis. Heat transfer deviations due to both these pro-

cesses, acoustic streaming and variations in the turbulence exchange

properties, are due only to changes (produced by oscillations) in the

exchange processes between the central regions of the pipe and the wall,

and hence differ from heat transfer deviations caused by viscous dissi-

pation (discussed in the next paragraph) of wave energy near the wall, which

involve another heat energy source, the wave. Heat transfer deviations

(from the corresponding steady flow values) due to these two phenomena

may be regarded as somewhat indirect. That is, the heat transfer devia-

tions may be regarded in each case as caused by the oscillations through

a two-stage process: (I) the time-average secondary flow velocities and

alterations in the time-average turbulence exchange properties are pro-

duced directly by the oscillations, then (2) using the steady flow energy

equation the above mentioned changes in time-average velocities and turbu-

lence exchange properties will generate the observed deviations in heat

transfer.

(3) Viscous Dissipation

For the case of laminar 'flow' in a pipe with a sinus-

oidally time-varying pressure gradient, an A.C. boundary layer thickness

much less than the pipe diameter and no mean flow, the viscous dissipation

may be calculated using the value of U obtained from Equation (11).Y

Where there is a mean flow (which would be Poiseuille flow, neglecting the

acoustic streaming velocities), the viscous dissipation as calculated above

gives the additional dissipation due to the unsteady motion over and above

that caused by the steady flow. For many cases of interest, this method

of calculating dissipation may at least give an order of magnitude estimate

even in turbulent flow, for the following reasons:

(I) If the frequency of oscillation is fairly high, the

regions of high A.C. shear, where most of the dissipation takes place, will

be very close to the wall (see p. 6) and hence in or near the laminar sub-

44
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layer. Thus the effective 'eddy viscosity' will be relatively near to

the molecular value in the dissipation regions.

(2) The dissipation analysis shows that for constant vis-

cosity the dissipation per unit surface area is

S- A 2  W (16)

Qv' 2:d~

A

and hence, for given values of U , and ,Qv o(r. Thus, even if

the areas of high A.C. shear include regions where the 'eddy viscosity'

is up to, say 10 times the molcular value, one wuuld expect the dissipa-

tion to be not more than ,- 3 -1/1-0 times the value as calculated from

Equation (16). In most of the experimental data presented in the literature

survey, it appears that the magnitude of the deviations of heat transfer I
caused by viscous dissipation are very small (of the order of a few percent

of the steady-state heat transfer value, at most). The dissipation calcu-

lations for some of the experimental literature are presented in Section 5.

(4) Effects Directly Due to the Time-Varying Velocity Profiles

We consider here the case where viscous dissipation is

negligible, the flow is always laminar and there are no deviations in the

time-average velocity profile caused by the oscillations. These restric-

tions eliminate any of the effects of the oscillations on heat transfer

described in paragraphs (1), (2) and (3) above. There are still effects

due to the time-varying velocity profile as described below. We consider

the case sketched on the next page (pipe flow). First we consider the

non-realistic case where T = 0 for x < 0 , and Tw = TI for x > 0. 0
w I

Here one expects an increase in heat transfer under oscillating conditions

in the region of A, since, because of the oscillating motioii, the fluid

near the heated wall at A has, one half cycle earlier been in close contact

with the cool wall in the B region. The rate of heat transfer away from

regions A during the positive part of the velocity cycle can be quite large

compared to corresponding steady flow value on account of the very steep

instantaneous slope of the velocity profile near the wall. If, during the

II
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positive part of the velocity cycle the fluid which sweeps over the lead-

ing edge of the heated section were truly unheated, one would expect large

increases in heat transfer as discussed below. In the region very close

to the leading edge, the thermal boundary layer will lie within the approx-

imately linear region of the unsteady velocity profile. For this region

the unsteady and steady heat transfer rates will be related by

1/3

Nu 1/3Yl (17)
Nu UNx,o y,s

where U = velocity gradient at wall in unsteady flowy,u

U = "" " " " steady flowy,s

according to Leveque's (7) solution for heat transfer in a flow with a linear

velocity profile. Farther downstream, where the thermal boundary layer ex-

tends well into the flat portion of the unsteady velocity profile, the heat

transfer in the unsteady case would be given closely by the slug flow salu-

!a
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tion; there heat transfer rates are still considerably higher than the

rates for the steady flow case, though not as much so as in the region

where Leveque's solution applies. Now, the heat transfer increases, of

courae, cannot be explained simply on the bcsis of the above arguments,

since (1) the flow which sweeps over the leading edge of the plate during the

positive part of the velocity cycle is not totally unheated and (2) the heat

transfer over the leading edge section will be reduced during the negative

part of the velocity cycle as the fluid which has been in contact with the

heated section further downstream sweeps back over the leading edge section.

We now consider the effects of points (1) and (2) mentioned above. Point

(1): when the fluid heated in contact with the leading edge section is

first swept back over the T = 0 area, its temperature profile will appearV

as sketched in Figure 6 (a)

h C

tc

L o i n th

FIGURE 6

However, while the fluid remains in the x < 0 region heat will be conducted

both towards the wall and further outwards into the flow as indicated in

Figure 6 (a), (b) and (c). Hence, when the fluid again sweeps into the

x > 0 region, its temperature profile will be similar to that of Figure

6 (c) at Y = 0 , and hence to a considerable extent, the fluid may now be

regarded as unheated. With respect to point (2), the general argument that

there still may be a Lime-average increase in heat transfer in the case

of oscillating flow despite the decrease during the negative part of the vel-

ocity cycle is as follows. At least for the case of Tw =T constant

(which approximates the case of a steam-heated pipe), the heat transfer rate

I- II
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cannot become less than zero on the negative part of the velocity cycle,

wnile on the positive part of the velocity cycle, if the unsteady velocity

gradients and the magnitude of the unsteady velocities are large enough,

the heat transfer rates may be increased many fold over the corresponding

steady flow values. From the above discussion it appears that heat trans-

fer increases due to oscillations may be expected in the leading edge re-

gions under the conditions described above (Tw = 0 for x ( 0) . An

important criteria for these increases at a given x-position (say, xl) is

that fluid which is in the region of x1  on the maximum -sitive part of the

velocity cycle was, in the region x < 0 one-half cycle earlier. Hence beyond
A U

roughly xI = x = - , the above mentioned effects should disappear.

We now describe the modifications to the above discussion which

are necessary when a more realistic wall condition is prescribed for x < 0.

(At this point, we are still considering a hydrodynamically developed veloc-

ity profile at the entrance to the heated section.) A more realistic con-

dition neglecting axial conduction along the wall itself would appear to

be that the time-average heat flux to the wall is zero for x < 0. Neglect-

ing axial wall conduction, this might be a fairly accuraLe description for

the type of experimental apparatus sketched below

11#44 eom/Rsesivertie /;ro'L,, %Jlwrec

Bouwidcvry Z Oy.,-O'
Outsio-e/ o &Pe7" e~m#/ , #,, Fo /

FIGURE 7

In the ideal case with no axial wall conduction, one would expect the wall

in the region x 4 0 but near x = 0 to assume a temperature profile

lying between T = 0 and Tw = T so that heat removed from the wall
Ww 1
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during the positive part of the velocity cycle is compensated for by

heat transferred to the wall during the negative part of the velocity

cycle when the fluid that was in contact with the heated section of

the pipe sweeps back over the section of interest. Assuming that fluid

which is in contact with the unheated portion of the pipe during the

negative half of the vel-ity cycle and then sweeps into the leading edge

regions of the heated section sees an average wall temperature of

T /3 to T /2 during its time of contact with the unheated wall, argu-
w w

ments similar to those presented on p. 14 will yield temperature profiles

corresponding to Figure 6 which are oketched J-elow (Figure 8)

a.b cI
Y

0 r 7- I-7
FIGURE 8

Figure 8 (c) corresponds to the moment at which the fluid again sweeps into

the heated region. In explaining heat transfer increases in the leading

edge regions during the positive velocity part of the cycle by reference to

a totally unheated flow (p. 12,13,14 ), we see that the temperaLure profile

of Figure 8 (c) differb more from the totally unheated case than that of i
Figure 6 (c). Hence, one would expect the heat transfer increases to be

•4

smaller in the case of the more realistic wall conditions of no time-average

heat flux for x < 0.

We now consider a slightly different problem as sketched in Figure

9 on the next page. In the cases sketched in Figures 9 (a) and 9 (b), when

the fluid which was in contact with the leading edge of the heated section
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is swept back upstream, it will now not be in contact with the wall as in the

previously discussed cases but will be in contact with unheated parts of

the flow, and hence in this case (assuming laminar flow in this 'wake'

region) the temperature profiles corresponding to Figures 6 and 8 will be

as sketched on the following page. This case would appear to be superior

to the case of Figure 8 but inferior to that of Figure 6 in supplying

effectively unheated flow when the fluid in question again flows over the

leading edge section. If turbulence is generated or enhanced in the 'wake'

region, the diffusion of heat and the production of an essent-ially unheated

temperature profile will be aided considerably. Note that, in this case,

the following effect would tend to reduce the heat transfer increases some-

what. The velocity gradients in the steady-state flow are much larger than

in the previously discussed cases; hence the effect of the increased velocity

gradients due to unsteady flow are smaller. l'Hwever, the effects due to the
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instantaneously higher velocity values of the main flow regions in unsteady

flow remains. I
A case differing from those discussed above and in which the heat

transfer increases may be much larger is that where the heated section (here

considered to be in a pipe) is of very small extent in the axial direction

(Figure 11).

kew t'¢ed ,ec t ,

FIGURE 11

Here, arguments as presented previously will produce an increase in heat

transfer during the positive part of the velocity cycle. However, if the

length of the heated section is short enough, during the negative part of
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the velocity cycle also, the flow passing over the heated section will

be nearly unheated, and hence this part of the cycle instead of producing

a decrease in heat transfer as in all previously discussed cases will also

produce an increase in heat transfer. Hence the time-average increase in

heat transfer will be greater for this last case.

By analogy with the distance from the leading edge roughly beyond

which the heat transfer increases discussed in this section should not occur

(p.15 ), farther upstream than a similar distance from the trailing edge of

the heated section, it should be possible to regard the heated section as

extending infinitely downstream. That is (Figure 12), if the flow near A

has never been in contact with the unheated section,

y X3

Wow lod Xfeeo

FIGURE 12

A

x ;PB (which means roughly, x A ) > x = ) we can regard the heated

section as extending infinitely far downstream of point A

We now consider two aspects of the idea that oscillating flow may

under certain conditions be regarded as quasi-steady in some aspects. For

the first case we consider flow of very low frequency and which does not

reverse at any time during the cycle (Figure 13 on the next page). By very

low frequency, we mean that 4) 4 6/xA t and also that the instantaneous

velocity profiles and turbulence levels are very close to the steady values

for the instantanecus mean velocities. Under these conditions, the flow

can in general travel from x - 0 to x = x A in a time considerably smaller
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than the cycle period, and because of this and the fact that the flow is

always unheated at x = 0 , the heat transfer coefficient at xA at any

time in the cycle is given very closely by the corresponding steady-state

value. Hence the time-average ratio of heat transfer coefficient at A

under oscillating and steady conditions is given, under turbulent flow con-

ditions, and if the flux is hydrodynamically and thermally developed at

xA by:

Nu 1 U

Nu - sine d (18)

since Nu 0< Re0 "8 in the turbulent flow regime (assuming a sinusoidal vari-

ation of mean velocity). Using Equation (18), the ratio Nu/Nu was com-
A. 0

puted for various values of U/U and plotted in Figure 14. For the present

discussion we are considering only the range 0! U/U ". 2 (no reverse flow).

We see from Figure 14 on the next page that in this range, the heat transfer

is reduced under the quasi-steady assumption by the application of oscillations.

We now consider the second case. In this case, the frequency is

still low enough so that the instantaneous velocity profiles and turbulence

levels are close to the steady-state values for the instantaneous mean vel-
A.

ocities, but we consiier U/U P2 (reversed flow is allowed). For this

discussion, we consider turbulent flow and we also ignore effects of acoustic
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streaming and viscous dissipation discussed in paragraphs (1) and (3)

above. Since reversed flow is present, there is ample opportunity for

heat transfer increases due to the effects discussed in paragraph (4)

to occur, but we consider the region conaiderably downstream from the

entrance to the heated section so that these effects should be unimportant

(p. 15). For the further discussion, we consider that at each instant of

time, the flow can be regarded as fully developed steady pipe flow at the

instantaneous mean velocity. This would, of course require a very low

frequency to achieve in practice. Because the time-average absolute vel-

ocity in the pipe ( JU ) increases as U/U rises beyond 2, the time-

average absolute turbulence level and the eddy diffusivity in the pipe also

rise. Hence, under these conditions, the heat transfer coefficient would
A.

be expected to rise above its steady-state value if U/U is sufficiently

large. With the assumptions made above, the ratio of the heat transfer

coefficients in oscillating and steady flow may again be calculated from
A

Equation (18), now allowing values computed for U/U > 2 to be considered

also (Figure 14). From Figure 14, it can be seen that beyond U/U A 2.4,

Nu/Nu 0> 1 and rises rapidly for further increases in U/U . In very fewO

cases of interest is the frequency of oscillation low enough for one to

suppose that the quasi-steady behavior described above applies, but in some

cases, experimental data suggests that there is a considerable degree of

approach towards the quasi-steady eddy diffusivity values discussed above

even for the high frequencies actually employed. This point will be dis-

cussed further when the relevant experiments are described (Section 5.5).
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2. SURVEY OF THE LITERATURE

In this section, the literature is surveyed using the para-

meters discussed in Section 1. In order to establish which references

may be compared among themselves and with the data of this report,

the literature is presented in considerable detail in this section.

Further discussion and comparison will be presented in Section 5.

Many references read by the author, describing systems very dis-

similar to those of interest in this report are omitted in this

literature survey. Two examples are those references dealing mainly

with natural convection, and references dealing with vibration of

the heat transfer surface normal to the flow direction.

In Ref. 8, Havemann investigates heat transfer to air at

roughly atmospheric temperature and pressure flowing in a tube of

1 in.I.D. A steam heated heat transfer section 82k in long is pre-

ceded by a 50 in. long calming section. The overall heat transfer

only to the steam heated section is measured. The range of Reynolds

numbers is 6,000-25,000 and the frequency range in 5-40 cps. Pulsations

are produced by a cam-driven poppet valve just upstream of the calming

section. Four different sets of pulsating conditions were generated by

using two different cams and either leaving the end of heat transfer

tube open to the atmosphere or inserting a k in. dia. orifice plate at

this point. As a rough approximation, we compute the parameters S and M

for the work of this reference using the properties of air at room tem-

perature and pressure. These parameters are given in Table 1.

TABLE 1

freq,cps 5 20 50

Re M S S S

5,000 .0087 .267 1.068 2.67

10,000 .0174 .133 .534 1.33

20,000 .0348 .0665 .267 .665
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(The reason for presenting these values of Re, M, S, etc. is

to allow comparisons between the references to be made. Much of this work

is done in Section 5; however, values as in Table 1 are presented here

to give a feel for typinal ranges of these parameters.)

No data on oscillation amplitude, waveshape or proportions

of standing and travelling waves are given. Very different plots of

heat transfer versus frequency and Reynolds number were obtained de- I
pending on which cam and whether or not the orifice was used. Changes j
of heat transfer as compared to the appropriate steady flow values range

from -40% to +40/ depending upon cam, orifice, Reynolds number and

frequency. As no information is given on oscillation amplitude or wave-

shape, it is very difficult and dangerous ?o make comparisons with the

other references or with the experimental work done in connection with

the present report.

In Reference 9, Chalitbhan investigated heat transfer to air

at roughly room temperature and 90 psia pressure flowing in a .824 in.

I.D. tube. Heat transfer was measured in a water-cooled section of the

pipe 95.0 in.(= 105.3 dias.) long. Only overall heat transfer to the

heat transfer section was measured. Upstream of the heat transfer section

was a steam-heated section 50 in.long. This section plus various unheated

sections appear (from Fig. 1 in the report) to provide a calming section

at least - 70 in.(= ^. 85 dias.) long upstream of the heat transfer

section. The pulsations in the flow were those directly produced by the

compressor operation. The Reynolds number and frequency ranges were

7,000-200,000 and 2-15 cps respectively. Pressure drop across the heat

transfer section was measured using a manometer. Time-varying pressures

were measured with transducers located about 1.5 ft. up - and downstream

of the heat transfer section. However, only a few oscilloscope traces

from these transducers are presented in the report; and no scales are

given for these, so that effectively there is no information given on

oscillation amplitude and waveshape and the proportions of standing and

travelling waves present.

The parameters S and M are computed using the properties of
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air at 90 psia and room temperature. These values are presented in

Table 2.

TABLE 2

freq.cps 2.66 7.17 15

Re M S S S

5,000 .00172 .59 1.592 3.332

20,000 .00688 .147 .398 .833

200,000 .0688 .0147 .0398 .0833

(frequencies of 2.66, 4.66, 7.17 and 15 cps were used). The data of

this reference always show an increase of heat transfer with pulsating

flow. Increases are as high as 80-9r. in the Reynolds number range

10,000-50,000, and are around 10-15% in the Reynolds number range

160,000-200,000. The plots of heat transfer vs. Re vary widely depend-

ing on frequency. Again, as no amplitude, waveshape, etc., data are given

in the reference, it is difficult to compare this data with other references.

From the pressure drop measurements, which also showed increases under

pulsating conditions, heat transfer coefficients to be expected were cal-

culated using Martinelli's eqn., assuming that the ratio of eddy diffu-

sivity in pulsating and non-pulsating flows is given by ratio of the

pressure drops. The agreement between the heat transfer increases so

calculated and the measured values is fairly poor (in some cases there

being a factor of 2 difference) but an examination of the appropriate

figures (Figs. 12-15 in the reference) suggests that there is consider-

able merit to this approach and that changes in the turbulence exchange

properties caused by the pulsations are indeed an important mechanism

in explaining the observed changes in heat transfer and pressure drop.

Part of the difficulty in getting good agreement between the measured and

calculated heat transfer values may be due to the difficulty in making

the pressure-drop measurement.

In Reference 10, Lemlich studied heat transfer to water flowing

in a in I.D. pipe. Heat transfer was measured in a steam-heated section

t4
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of the pipe 3 ft. (72 dias.) long. Pulsations were produced by a solenoid

valve located at various distances upstream and downstream of the heat

transfer section. Only a rough sketch gives information on the length

of the calming section upstream of the heat transfer section. This is

simply the distance between the valve and the heat transfer section and

thus varies with valve location. Frequency of the pulsation was - 1.5 cps

and the Reynolds number range was 2,000-20,000. Evaluating the viscosity

of water at 70F in the Reynolds number, we compute Strouhal numbers as

presented in Table 3.

TABLE 3

Re S

2,000 .778

5,000 .3112

20,000 .0778

(In the case of heat transfer to liquids, since the viscosity may vary

'idely, if the temperature at which the Reynolds number is evaluated is

not given, calculations of the mean velocity and Strouhal number from the

Reynolds number (as in Table 3) may be quite inaccurate. (In the case of

water, the viscosity varies about 6-fold between 32 and 212 F). However,

for gas flows, since A& varies relatively weakly with temperature, such

calculations should be fairly accurate.)

Again, no information on amplitude or waveshape is given. When i
the valve was located upstream of the heat transfer section, the heat trans-

fer was always increased under pulsating conditions. Larger increases were

observed when the valve was closer to the heat exchanger. At the closest

locations, heat transfer increases of o% 80% were observed at Re=2,000

and - 10% at Re=20,000. Lemlich indicates that an important factor in

the observed heat transfer increases was cavitation, especially near the

heated wall. Locating the solenoid valve downstream of the heat exchanger

so that cavitation did not take place produced only a decrease in heat

transfer, as would be predicted from the quasi-steady analysis of Section 1.
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For several reasons, one should be very careful in comparing

results in liquids with those in gases. One is the possible presence of

cavitation as mentioned above, which of course, has no analogous phenomena

in gas flow. Another is the relatively rapid variation of liquid vis-

cosity with temperature, which means that the parameter T /T discussed inW

Section I may become important for values of T /T quite near 1, unlike the
w

case for gas flow.(Neglecting viscous dissipation, See Section 1).

Another reason is the fact that Pr is no longer nearly constant for all

cases (as was assumed in the dimensional analysis of Section 1, which

was done for gas flows) and hence must be added to the parameters on the

R.H..F of Eqn. (7) for this case of liquid flows. If Pr is considerably

different from 1, this means that in general, the thermal and hydrodynamic

boundary layers will have different thickness scales.

West and Taylor (11) investigated water flow in a 2 in. schedule
40 pipe (2.067 in. I.D.). Two heat transfer sections were used. The up-

stream heat transfer section was steam-heated, 18.17 ft. (= 105.4 dias.)

long and preceded by a calming section 9 ft. (= 52.2 dias.) long. The

downstream heat transfer section was water-cooled, 46 dias. long and pre-

ceded by a calming section 4 dias. long. In both heat transfer sections,

only the overall heat transfer was measured. Oscillations were produced

by a reciprocating pump which fed water to a variable volume air chamber

and then to the steam-heated section of pipe. The Reynolds number range

was 30,000 - 85,000 (caused chiefly by temperature differences in the water;

flow rates varied only from 130 to 148 lbm/min), and the frequency was

1.7 cps. Using a water flow rate of 140 Ibm/min, the Strouhal number is

computed to be S=1.11. The only indication of the amplitude of the

oscillations given in the reference is a "pulsation ratio" defined as the

ratio of maximum to minimum air volume in the air chamber over the course

of one cycle. Both heat transfer sections show, in general, heat transfer

increases under pulsating conditions. Heat transfer increases rise from

zero at a pulsation ratio of 1.02(very weak pulsations) to 50-70% at pul-

sation ratios of - l.4 and then fall to 20-60% at ratios of-l.55.Again com-

parisons using this reference are difficult since the "pulsation ratio",the oniy
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AU
amplitude data given cannot be related to the ratio - on the basis of

the data given in the reference. U

Lemich and Hwu (6) investigated heat transfer to air flowing

in a .745 in. I.D. pipe. The air conditions were roughly room tempera-

ture and pressure. The heat transfer section was steam-heated, 25 in.

( = 33.6 dias.) long, and was preceded by a calming section 65 in.

( 87.3 dias.) long. Only overall heat transfer to the heat transfer

section was measured. Oscillations were produced by an electro-magnetic

driver located at the upstream end of the calming section. Most of the

work was done at frequencies which were resonances of the tube system,

allowing large amplitude oscillations to be set up. Hence, the wave

system produced was essentially a standing-wave system. The frequencies

used were 198, 256 and 322 cps, corresponding to the 3rd, 4th and 5th

harmonics of the tube system. The Reynolds number range was 560-5900.

Taking air conditions as those corresponding to a speed ef sound of

1200 ft/sec (as given in the reference) and atmospheric pressure, M and

S were calculated for the case of 256 cps oscillations; these values

are presented in Table 4.

TABLE 4

f =256 cps _

Re M S

_00 .00i365 60.8

2000 .00546 15.2

5000 .01365 6.08
.1 I

The only amplitude measurement taken was made as follows: A

1/8 in. O.D. tube lying inside and on the bottom of Lhe heat transfer

section, pointing upstream, was connected at its downstream end to an

inclined manometer, the other side of which was open to the atmosphere.

(Note: a snort distance downstream of the heat transfer section, the air

flow itself was open to the atmosphere, so that the pressure in the heat

transfer section was only of the order of ^., 2 lbf/ft2 above atmospheric.)

The tube was moved axially so that its open end lay at various points along
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the heat transfer section length, and the average values of the

pressure measurements so obtained minus the corresponding measurement

for steady flow was taken as an amplitude measurement for the run in

question. This measurement is referred to as A in the reference.
P

Thus this measurement seems to give some combination of the additional

pressure drop between the heated section and the atmosphere caused by

the oscillation, plus some kind of average value of the dynamic

pressure of the oscillation rather than any quantity simply related to

the time-varying pressures or velocities.

In this investigation, the application ot oscillations always

caused an increase in the heat transfer coefficient. Increases in heat

transfer up to 51% for Re < 2,100 and 27% for Re>2,100 were observed.

Examination of the plots of Nu versus Re and H (Figures 6, 7 and 8p

in the reference) show relatively large increases in the heat transfer

for Rc = 1440, 1770, 2030 and abruptly much smaller increases at Re = 2590

and upwards. This tendency leads one to believe that in addition to in-

creasing the rate of turbulence exchange in the nominally turbulent region,

the oscillations also can produce turbuience in the nominally laminar

range, i.e. promote transition. This point was discussed in further

detail by the author of the reference. These conclusions are made some-

what tentative by the uncertainty in the meaning of H p, which also make

comparisons with this reference difficult.

Zartmann and Churchill (13) studied heat transfer in a pre-

mixed propane-air burner. The gas pressure was roughly atr'ospheric. The

apparatus is sketched roughly below (Fig. 15). Local heat transfer

coefficients were measured at five points as indicated in the sketch.

i _ ZZ u, --- 1

J 63p dj rphere

4. 1 '0 io Z D.

Trw..jjer W S 'Ed ¢f/fed

FIGURE 15

!d
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Depending upon which flameholder was used and whether or

not a water spray muzzle was used downstream of point A, the burner

could be made to produce flame-generated transverse or longicudinal

oscillations or to burn steadily. For this report, we consider mainly

the case of longitudinal oscillations. The frequency of the longi-

tudinal oscillations (fundemental frequency of the chamber acting as

an open-closed organ pipe) was 345 cps and the Reynolds number range

35,000 - 48,000. The wave system set up would be expected to be essentially

a standing-wave system. Pressure amplitude measurements (in decibels)

were taken with a microphone as sketched in Fig. 15. Since this micro-

phone is upstream of the flameholder which blocks off 90.8-98.3% of the

pipe area, the pressure amplitude at the microphone would be expected

to be much smaller than that,at,say point B in the combustion chamber,

which would be truly indicative of the strength of oscillation set up 4
in the chamber. This is borne out by the behaviour of the heat transfer

data which will be discussed shortly. We now consider heat transfer data 4
given in the reference for a case with longitudinal oscillations. The

Reynolds number of this case is 40,500 and taking the gis properties as
0I

those of air at atmospheric pressure and 2,500 F (typical flame tempera-

ture given in the reference) and the frequency as given (345 cps) we com-

pute M = .1053 3nd S = 3.21. Heat transfer increases of e. 150% were

observed at distances (f 4 in. from the flame holder falling off to *- 307.

13 in. from the flame holder. The sound pressure level under oscillating

conditions was 155 db. Now, if one takes this sound pressure level to be

that at point B (Fig. 15), a velocity node, then the value of UA in the

U
chamber is roughly .22. Ncw, from many other references, especially

Reference (24), for ranges of M, S, Re and comparable with the values

quoted above, heat transfer increases of the order of 100%/ require A

U
values of the order of 0- 6. Hence, the heat transfer data provide

additional evidence which strongly suggests that the sound pressure level

given in this report is much lower than the actual sound pressure level

in the combustion chamber. Hence, this reference also cannot readily be

used in comparisona. AW
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The preceding six references (Refs. 6,8-11,13) provided either no

amlitide meas-iremeats or measurements whose meaning was uncertain.

Hence, detailed comparisons and correlations using these references

cannot e made. However, some points of interest were obtained from

these references as reviewed below: References 9, 11, 6 and 13 in-

dicated that oscillations always raise the heat transfer coefficient,

whereas References 8 and 10 indicated either increases or decreases in

the heat transfer coefficient depending on conditions. Reference 10

indicated that cavitation may be important where liquids are used, and

6 indicated that oscillations may promote turbulence for flows in Lhe

transition region. We now aiscuss a series of references in which data

is given on the oscillation amplitudes.

Linke and Hufschmidt (14) discuss the work of H. F. Klein in

their paper. In Klein's inveFtigation air and fuel were burned in a

tube with dia. = 18 mm. and length = 1170 mm. ( = 65 dias.). Air and

fuel are fed in at one end of the tube and the other end is apparently

open to the atmosphere. Combustion-driven oscillations cause the tube

to resonate at its fundemental frequency (acting as an open-closed organ-

pipe). The frequency of the oscillations is 89 cps and the Reynolds

number range is 3,500-5,500. Apparently overall heat transfer only to

the tube is measured. Under one set of conditions, the variation of the

mean velocity with time is given at several points along the tube. These

plots were obtained from pressure leasurement and a wave diagram. From
- A *U

these plots, values of U, UA and A were taken as follows:

U

S= 22 m/s

A
U A  130 m/s

AUA

U

Also S was computed to oe .46. For oscillating flow in the particular

tube in question, a graph is given of heat transfer divided by the appro-

priate steady flow values versus Reynolds number (Re = 3,500-5,500). We
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do not know at what value of Re the given velocity plots were taken, but

as the heat transfer curve shows increases of,-%50% at Re = 3,500 to

e.707. at Re = 5,500, we assume that the increase under the conditions at

which the velocity plots were made is - 60%. Computing the speed of

sound from the given frequ-ncy and tube length, we have M .052,

under the conditions of the velocity plots. Assembling this calculated

data together, we have:

Re " 4,500

M " .052

S - .46
A
UA
A6.0

L
L 65

D

Overall fractional heat transfer increase " 0.6

Shirctsuka (15) studied heat transfer to water flowing in a

tube with ID. 9.5 mm. Heat transfer coefficients were measured in a

steam-heated section .6 m (= 63.2 dia.) long. From a sketch in the

reference, it appears that the heat transfer section is pre!ceding by a

calming section of considerable length (perhaps 50 dias.) but no specific

number is given in the text. Pulsations are produced as sketched below.

-------- _ _ __x

FIGURE 16 -

FIGURE 16
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The frequency of the oscillations was 3.33 cps and the

Reynolds number range 3,000 - 15,000. The displacement amplitude ( * )

in the pipe is given as .1114 m. The method of measuring this amplitude
A-

is not given. To compute the mean flow velocity, S and U/U frcm the

given values of the Reynolds number, a value must be taken for the vis-

cosity of water. The reference states that the fluid is water at room

temperature; hence presumably the water enters the heat exchanger at

room temperature; but the temperature rise across the heat exchanger and

the temperature at which the viscosity is evaluated in the Reynolds number

are not known. To compute the desired parameters we assume that the vis-

cosity of water is evaluated at 700F. If the viscosity was actually
oA

evaluated at 140 F, the values computed for U/U and S will be off by a

factor of - 2. In the reference, a graph is presented of the j-factors

for heat transfer versus Reynolds number for both steady flow and

oscillating flow with the parameters given above. Using this data, the

following table may be constructed.

TABLE 5 (May be in error depending on
the value of A.used in Re)

Fractional Change

Re U (ft/sec) U/U S in Heat Transfer

3,000 1.011 7.56 .644 1.95

5,000 1.685 4.54 .386 .67

10,000 3.37 2.27 .193 .33

15,000 5.05 1.51 .129 .21

In this investigation, oscillations always produced an increase

in the heat transfer. The reference states that in the laminar flow regime,

steam bubbles appeared in the water flow inside the heat exchanger, and

that hence heat transfer measurements were not taken for laminar flow.

This implies that in the data actually taken, cavitation and boiling did

not occur and hence this special phenomena does not need to be considered

herc.
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Romie (16) investigated heat transfer to air flowing through

a .98 in I. D. tube. Heat transfer measurements were taken in an

electrically heated section of the tube 25 dias. long, preceded by a

calming section of length 28 dias. The air is roughly at room tempera-

ture and pressure. Oscillations were produced using a rotating value

as sketched below.

t Nee W;P0Afm~#
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FIGURE 17

Heat transfer data were computed at a point 12 dias. down-

stream of the heated section entrance. Amplitude of the oscillation was

determined using a hot-wire anemometer located on the pipe axis 1 in. up-

stream from the heated section entrance. The Reynolds number was 5,000

and the frequency range 3.3 - 133 cps. At the frequencies below - 20 cps

was considerably greater than the duct length and hence the velocities
4
at all points along the duct would be roughly the same at any given time

during the cycle. Therefore, oscillation amplitudes measured with the

hot-wire would be representative of conditions existing all along the

heated section and especially at the point where the heat transfer measure-

ment was taken. At frequencies of 30 and 43 cps (at which data was taken

in the reference) the duct may have been tuned to resonance (at the funde-

mental frequency of an open-closed organ pipe), however is still so

long that conditions across the entire heated section do not vary too

severely, and still conditions at the hot-wire should be fairly representa-

tive of conditions at the heat-transfer point. However, for the two highest

A
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frequencies investigated (75 and 133 cps), the standing wave pattern

becomes so short that the hot-wire probe and the heat-transfer point see

considerably different environments with respect to local oscillation

amplitude. Hence, in the graph presented in the reference which plots

the ratio of the Nusselt number under oscillating conditions to that under

steady flow conditions versus U/u (at the hot-wire) and frequency, for

points above f = 43 cps, the indicated effect on heat transfer would not

be typical for the given value of U0/u, if /U was interpreted as a local
A-

value. Data are presented fir U/U = 1,2,3 and 4. The data for O/U = 4
are presented in Table 6; for smaller values of 0/6, the effects on heat

transfer are of similar form but smaller in size. S and M were calculated

using air properties at room temperature and pressure.

TABLE 6

Fractional Change
f S in Heat Transfer Re = 5,000

M = .0087
cps = 4.0

3.3 .186 .09

10 .533 .22

17 .906 -.02

30 1.60 -.12

For frequencies above 43 cps, the change in heat transfer rises

again becoming positive at about 75 cps, but as discussed above, these values

are likel, not typical if U/u was interpreted as a local value.

Bayley (5) investigated airflow over a flat plate. The flat plate

was electrically heated, 8 in. long by 3 1/8 in. wide and mounted in a center

plane of a 4 1/8 in. dia. pipe. Air was drawn into the pipe from the atmosphere

through a bell mouth, passed over the plate, then through a rotating valve

which generates '1ie oscillations (and a bypass valve) to a blower which dis-

charges to the atmosphere. The frequency range of the rotating valve is

10 - 100 cps. Heat transfer coefficients were measured using five thermo

couples mounted in the plate surface at various axial positions; however

I
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all data in the paper are presented in the form of average Nusselt numbers

based on the average plate surface temperature and the overall plate

length. Time-varying pressures were measured using a transducer mounted

in the pipe wall, above the center-point of the plate. It appears that

at some frequencies, resonances can occur tn the pipe, and hence, in

general, the nature of the wave system (proportions of standing and

travelling waves) is not known. While some data is given in the report

over a fairly wide range of frequencies and Reynolds numbers, the only
A-

data sufficiently detailed to allow M, SL and U/U to be calculated is

given at ReL = 1.75xi05 and f = 30 and 96 cps. (ReL and SL are based on

the 8 in. length of the plate). As will be discussed later, transition
4

took place at Re = 1.8x10 or lower, hence the flow was essentially tur-
x

bulent over the whole length of the plate under both steady flow and

oscillating conditions. The pressure amplitudes are given in terms of a

parameter which we will call P' defined as:-

Pt  -2

where U is the mean flow ve±ocity.

To estimate U/U we assume that the wave system is one of

travelling waves-if an appreciable proportion of standing waves are

present, the following equation will likely be significantly in error.

From simple wave theory, for travelling waves,

A A
P - (20)

c

hence

U/U- ' - P' M (21)c

Using this assumption, the aforementioned data can be reduced to the form

shown in Table 7.
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TABLE 7

Fractional Change

P1 /U* In Heat Transfer

f 30 cps 20 .76 .06

SL= 2.93 40 1.52 .24 Re = 1.75xi0 5

60 2.28 .37L = .0380

f =96 cps 30 1.14 .06

SL= 9.43 50 1.90 .15

70 2.66 .20

(*U/0 values may be in error if an appreciable proportion

of standing waves are present; see text)

In the data of Table 7, as well as in all other data of the refer-

ence, oscillations produce only an increase in heat transfer. As noted pre-

viously, transition took place at such a low value of Rex, that the flow was

essentially turbulent over the whole plate under all conditions. The refer-

ence states that Re (transition).,~ l.8xlO 4 under steady flow conditions, butx

that under Lhe severest conditions of oscillation Rc decreased by about 50%,x

and decreased by intermediate amounts under less severe conditions of os-

cillation. Hence, we have evidence the oscillations can promote transition

in flat plate flow as well as in pipe flow (see discussion of Reference 6,

p. 28, 29).

Evans (18) also investigated air flow over a flat plate. The air

flow was at room temperature and pressure. The plate was 4k in. long by 2k

in. wide and mounted in a tube of diameter 4 in. The air flow was steady

and the flat plate was oscillated axially using a jig-saw mechanism. The

oscillation frequency range was 1-60 cps. The model was painted black and

heated by infrared lamps adjusced to give a nearly constant heat flux over

the model surface. Local heat transfer measurements were taken using mainly

1, thin film platinum resistance thermomenters spaced at 12 in. intervals

along the centre-line of the nodel surface. The purpose of Evans' work

was mainly to measure the time-varying rates of heat transfer from the

9I
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model; but some measurements of time-average heat transfer rates were

taken; these latter are of interest in the present context. Hot-wire

measurements showed that the boundary layer was laminar over the entire

plate up to U = 45 ft/sec. and f = 60 cps. The displacement ampli-

tude of the oscillations (simply twice the radius of the crank arm) was

x = .986 in. In a series of tests at U 5 ft/sec, for f up to

10 cps iSx L 2,(S x is based on the distance from the leading edge of the

model to the thermometer used in the heat trarsfer measurement)],

no measureable change (< 3%) in the time-average heat transfer was ob-

served. The maximum value of U/0 for these tests (which would have

been at f - 10 cps) was calculated to be 1.03. Under these conditions,

M = .0044 and ReL (based on the full length of the plate) = 10,800.

Some support for the hypothesis that changes in the turbulence structure

are important in explaining the observed heat transfer changes may be

had by comparing the above data with the data of Table 7.(Ref. 17). We

consider the case of f=l cps given above. We first note that the

Strouhal number in Table 7 (f = 30 cps) is quite close to that given

above (the average Strouhal number for the plate of Table 7 is J SL= 1.46).
Li

By linear interpolation from Table 7, one could estimate the fractional

change in heat transfer for U/U = 1.03, SLC 1.46, as .12. Hence, under

conditions of U/U = 1.03, S A 2, we see that heat transfer increasesx
of - 12% occur in turbulent flow, but less than 3% in laminar flow. How-

ever, the fact that M and Re are very dissimilar in the two situatinsx
being analyzed, and the fact that in one case, the flow is oscillating

and in the other, the plate, make any conclusions somewhat uncertain.
Feiler and Yeager (19) studied airflow over a flat plate. The

flat plate was 6 in. long by 4 in. wide and was mounted in an 8 in. diameter

duct. Air was drawn from the room through a siren wheel (which produced

the oscillations) into the duct. The air passes down the duct over the

plate, through an acoustic muffler and flow control valves to an exhaust

facility. One surface of the plate was heated electrically by five

0.b in. x 3 in. nichrome ribbons mounted transversely and spaced .06 in.

apart starting 1 in. from the leading edge. Heat transfer was measured

using 5hermocouples welded to the nichrome ribbons. Heat transfer data

F
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given in the paper were taken only from the second and third (from

the leading edge) ribbons. The frequency range of the siren was

34-680 cps. Oscillation characteristics are measured using a hot-wire

anemometer mounted in the free stream, and a microphone flush mounted

in the duct wall, both located at the test section. By moving the mi-

crophone axially to other positions along the duct, it was observed

that the wave system in genera, was one of standing plus travelling

waves. The proportion of standing wave was higher at lower frequencies;

data given in the paper show an s.w.r. of -,2.5 at 98 cps but only - 1.25

at 680 cps. The amplitude parameter given for each heat transfer run is

Since the fractional variations in e are much smaller than the fractional
variations in U , we have approximately

I =_I (22)
u 5

Further assuming the waves to be roughly sinusoidal in shape, we can write

A

This allows us to estimate the values of U/U for the data of this referenc.e.

The range of Re (based on distance from the leading edge to the center ofx4

the relevant heat transfer ribbon) was 2.5 - llxlO 4. Typical values of

M and S (S for the third ribbon) are given below for various values of
x(3) x

f ana Rex(3) (Rex for the third ribbon).

TABLE 8

f (cps)

34 148 680

Re M Sx(3)

3x1O4  .022 1.52 7.55 33.7

7xIO .052 .72 3.14 14.5

I1x10 4 .081 .46 2.00 9.21 j
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The maximum amplitL s used were about ?U/ = .60

(U/U X 1.70). (Amplitudes were varied by changing the gap between

the siren rotor and stator). We now discuss the experimental results.

In general, little effect of frequency was found. The main effects

A/seemed to be those of Re and U/5. For U/U in the range 1.4 to 1.8x

increases in heat transfer of 40-60% were observed at Re - 8-11x104

4 x
decreasing to 10-15% at Re = 2.5-3.5xi0 . At smaller values ofx

U/U, the data had a similar trend but the heat transfer increases were

smaller. It should be pointed out that the steady-state flow had a

very high turbulence intensity ( U/U = .09-.10) due to the siren ports

acting as turbulence generators. Hence, the above heat transfer in-

creases might have been even larger if the steady state reference flow

had a low turbulence level. The range of Rex, the fact that for the
.675

steady flow case, it was observed that Nu x Re and the abovex x

mentioned behaviour of the heat-transfer increases suggest that the

boundary layer flow was in the transition region, and the main effect

of the oscillations was to move the transition region upstream. Further

investigations were carried out by one of the authors of Rference 19

(Feiler) and published in Reference 4 . This work is now discussed.

The same apparatus used in (19) was used again in (4), with

modifications as discussed below. The siren was now located downstream

of the test sec. .on, the air passing directly from the room, through

a bell-mouth into the duct, then through the acoustic muffler and over

the model. This allowed the turbulence intensity of the reference flow

to be kept at 3-40. The test body was a cylinder as sketched below

It rift

drj #FdtGR 18p

FIGURE 18
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Three sections of the cylinder (see Figure 18) wert heated
electrically. Heat transfer measurements were taken at the center

heated section using thermocouples flush with the outer surface. All

work was done at a frequency of 100 cps. The oscillation amplitude

was again measured at the test section using a hot-wire anemometer;

amplitudes were given in terms of eU/eU as before. All work was

done over a relatively narrow range of oscilla-ion amplitudes,

?U/ fU = .45 - .65. Essentially, then, there was just one variable,

Rex$ which is varied by changing the mean flow velocity. Under steadyix'

flow conditions, hot-wire velocity boundary-layer surveys taken at the

center of the heat transfer section indicated good agreement with the

Blasius profiles for a flat plate if the effective distance from the

leading edge was taken as 1.78 in. instead of the actual value of 4 in.

This agreement wa. obtained over a range of Re values (based on
x

x = 1.78 in.) of 1.24 - ll.lxlO . Heat transfer data for steady flow

showed good agreement with the laminar flow relation

[1 /j pr/3

St [I x- 3 = "332 pr-2/3 Re -1/2 (24)

where x = unheated length.

5
up to Re = 10, beyond which the heat transfer values increased aboveX

those predicted by Equation (24). This indicates that the transitionI 5took place at Re = 10 . Under oscillating conditions, the heat trans-
fer data show a fair agreement with the following turbulent flow relation

given in the reference.

39/40 7/39

0 .4 -0.2

St I=-T .0296 Pr -0. Re x (25)

The heat transfer values start falling below the curve of

44
Equation (25) at Re = 2xlO4 and would appear, if extrapolated, to

approach the laminar curve at about Re = 10 indicaling that transition
starts at about the latter value. The heat transfer valus alsc fall

somewhat below the curve of Equation (25) at Rex > 5x104 , but the data

I
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are much closer to the curve of Equation (25) than to that of Equation

(24).

The above data strongly suggests that the effect of the

oscillations is to induce earlier transition from laminar to turbulent

flow. This is supported by hot-wire boundary layer velocity profiles

taken in the reference, which show that the mean velocity profiles under

oscillating conditions deviate markedly from those in the laminar portion
of the flow under steady conditions and rather resemble profiles taken

under steady conditions with trip-induced transition to turbulent flow.

We give below the parameters M and S (based on x 1.78 in.) for thex

Reynolds number range of these experiments.

TABLE 9

Re M S
x x

104 .0098 8.4

5xlO4  .049 1.63 - = 1.27 - 1.84

20x1O4  .196 .42

In a continuing series of investigaLions at the Georgia In-

stitute of Technology, T. W. Jackson et. al. have investigated air flow

in a pipe. While these authors have published many reports, here we

discuss only data from those most applicable to the present work

These are References 1, 2, 3, 21, 22 and 23.The experimental measure-

ments will be described first. Heat transfer was measured in a steam

heated section of tube 3.86 in I.D., and 10 ft. (--,31 dias.) long. 21

condensate collection chambers in the steam chest allowed local heat

transfer data to be obtained. Air was supplied from a blower to a plenum

chamber and then through a bell mouth directly into the heat transfer

section. Thus, except for effects of the bell-mouth, thermal and hydro-

dynamic development of the flow start at the entrance of the heat trans-

fer section. Just downstream of the heat transfer section, the air dis-

charged either into another plenum chamber and then to the atmosphere or

directly to the atmosphere. Thus, air conditions in the apparatus were

>.
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roughly room temperature and pressure. At the centre of the pipe,

just downstream of the heated section a horn (facing upstream), driven

by an electromagnetic driver was located. The horn was operated at

one of the organ-pipe resonances of the pipe to generate sound pressure

levels up to 167 db (at the velocity nodes). To measure the inte;;Aity

of the oscillations, a microphone mounted on a rod was inserted into the

duct from the upstream end. The sound pressure level stated i,% data

presentation ic that at the prussure antinode farthest upstream in *e

duct. Data taken with the apparatus essentially as described above is

presented in References 21, 22 and 23. The data of Reference 3 was

taken with an unheated section 28.22 ft (A 87.7 dias.) inserced between

the inlet plenum chamber and the heat-transfer section. Hence, in this

case, the flow is hydrodynamically developed at the entrance to the heated

section. The data presented in References 3, 21, 22 and 23 were obtained

at frequencies and Reynolds number ranges as given below.

TABLE 10

Reference f (cps) Re Remarks

21 221; 356 ^o2,000

22 220 2100;11,600

23 222 16,000-200,000 -

3 90 19,800- 64,600 Uses 28.22 ft.
Calming Section

Typical heat transfer data from these references are reproduced

in Figures 19-22. We have added the computed values (using properties of
A

air at room temperacure) of S, M, and U A/U for the case of the highestA

sound pressure level (SPL) in each figure. (Values of U /U for the lower

sound pressure levels may be computed from the decibe values of. SPL

given, recalling that 10 db = a factor of /T 0 .lo).

We have also added, in some cases, the abbreviation V.A.

_K (velocity antinodes) next to the verLical lines denoting the position of

the velocity antinodes. We first discuss the behaviour of data taken at
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a frequency of 220 cps (References 21, 22 and 23). At Reynolds

numbers of 43,000 and above, the data behaves as exemplified by Figure

21, i.e.,the general effect of oscillations is to reduce the heat

transfer rates, the largest reductions appearing near the velocity anti-

nodes, and relatively little effect in the regions of the velocity nodes.

As Reynolds number is decreased into the range 22,800 -.3,000 the effects

on heat transfer become small and irregular although the sound pressure

levels are undiminished. On further decrease of the Reynolds number into

the range 11,600 - 16,000, there is again, a strong effect of the oscilla-

tion on heat transfer, but the effect is now exemplified by Figure 20,

i.e. increases in heat transfer at the velocity antinodes, decreases at

the velocty nodes and an overall increase in heat transfer. At still

smaller Reynolds numbers (Re ~ 2000,Figure 19) the heat transfer effects

still resemble those shown in Figure 20 with respect to the location

of the maximum and minima of heat transfer, but the shape of the curve is

somewhat changed. The results at Re - 2000 may include effects of

natural convection as will be discussed below. The measurements at

fa356 cps, Re * 2000 (Reference 21) are very similar to those shown

in Figuze 19 (with a closer spacing of velocity antinode lines). The

data of Reference 3 (f - 90 cps) show data partially typified by Figure

22. In the Reynolds nunber range 38,300 - 64,600 there is an overall

decrease in heat transfer with the minima of heat transfer being slightly

downstream of the velocity antinodes, and the maxima slightly downstream

of the velocity nodes. Except for this slight downstream shift of the

maxima and minima, this data is quite similar to that discussed above for

f=220 cps, Re d 43,0JO. As the Reynolds number is decreased into the

range 33,000 - 19,800 the maxima and minima of heat transfer gradually shift

further downstream (still with an overall decrease of heat transfer and the

maxima of heat transfer closely approaching the steady state values, as in

Figure 22) until at Re - 19,800 the maxima of heat transfer appear to occur

slightly upstream of the velocity antinodes, and the minima slightly up-

stream of the velocity nodes. We return now to the free-convection effects

discussed above for the case of Re 2000.
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The authors of these references have shown that the steady-

state (no sound) data at Re 1 2000 (Figure 19 ) include strong effects

of natural convection. By calculation the Nusselt numbers to be expected

for the case of forced convection only, they have shown that except near

the heated section entrance, the observed Nusselt numbers are more than

double those to be expected from forced convection effects. This implies

a strong natural convection effect in these regions. An uncertainty is

introduced into the interpretation of the data of Figure 19 as follows.

The authors of the references state that the imposed oscillations as well

as producing a direct effect on heat transfer, may or may not cause a re-

duction in natural convection velocities. Now, if the natural convection

is unaffected by the oscillations, the proper steady state curve with

which to reference the data taken under oscillating conditions is the

curve as given in Figure 19. But, if the oscillations should cause a

virtual disappearance of natural -onvection velocities, the proper

steady-state reference curve in Figure 19 would be much lower than the

one presented, and would be the curve mentioned above, calculated on the

basis of forced convection only. Because of this uncertainty, data from

these references at Re - 2,000 will not be used in later correlation

attempts(Section 5.5). The authors of the references state

that for fully turbulent flow, natural convection effects should be

negligible, even in steady flow. Hence, the authors' data for Re ; 10,000

should be suitable for the above mentioned correlation attempts and will

be so used.

With the restricted range of frequencies (essentially, only

f - 90 and f 220 cps) and amplitudes (sound pressure levels less than

167db) of the dita discussed above, it is not immediately apparent which
A

of the parameters Re, S, M and UA/U are most important in determit_.rg

the nature of the effects of the oscillations on heat transfer, i.e. con-

sidering data taken at fm220 cps (Re = 11,600-200,000, ignoring data

at Re s 2000 for reasons discussed above), as the Reynolds number in-

creases, M A Re and S A( -. Hence the change in the nature of theRe"

effects of the oscillations on heat transfer as Re varies could be due

to the changes in Re, M, S or more than one of these parameters. Some

II
ai
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attempt to separate the effect of S can be made since there is

another series of data at f ! 90 cps. Another point to be con-

sidered is he fact that at a given value of sound pressure level (the

maximum sound pressure level for each case presented seems to be in
1

the range 161-167 db), i /U a( --. However, some separation of the
A Re

effects of U A/U can be attempted, since in many cases at fixed values

of f and Re, runs were made at various sound pressure levels (see

Figures 19, 20 and 21). We note that at higher Reynolds numbers, say

Re > 40,000, the limitations of the electromagnetic horn driver system

prevent values of ^A/5 greater than about 3 from being attained, and

hence this data is of limited use in comparison with high-amplitude

data taken in rocket motors and in the present author's apparatus. As

mentioned above, in Section 5, attempts will be made to correlate heat

transfer data from various sources, including the data discussed above.

We now discuss some theoretical xesults presented in References

i, 2 and 3. References I and 2 discuss the velocity fields in laminar

channel and pipe flow respectively. We briefly discuss the simplest

case, that of Reference 1 (channel flow). The problem is that of a

time-average laminar channel flow w;.th a superimposed pressure field

which varies sinusoidally with time and with x-dimension (a standing-

wave system). Restrictions applied to the range of validity of the

solution given are (using our notation):-

A a(S) (26)

A
UA (27)

2c o(S)

= o(g) (28)

where = a small number.

and = channel width.

The method of solution is as follows: The two momentum equations

and the continuity equation are used. A time varying momentum equation

*1
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.in the x-direction is reduced by an order of magnitude analysis and

an assumption of periodicity in time and x-dimension o an ordinary

differential equation in one dependent variable. This equation is

solved to yield the unsteady component of the U velociry. Using

the velocity so obtained, and density obtained using the isentropic

relation and the known pressure field, the unsteady component of the

V velocity is obtained from the timi-varying continuity equation.

Using again, order of magnitude reductions, now on a time average

momentum equation in the x direction, and using the previously

obtained time-varying velocities to aid in the evaluation of terms

such as UU x, a solution for the time average U-velocity can be

obtained. Using the time-average continuity equation a solution for

the time average V-velocity is obtained. The nature of the time

average velocity fields produced are shown in Figure 23 and 24.

These figures show the time-average stream lines, and are taken from

Reference 2, which treats the case of pipe flow, rather than channel

flow; however, the nature of the secondary flows produced are very

similar in the two cases. We have added arrows on some stream lines,

the letters V.A. and V.N. at velocity antinodes and nodes, and have

altered the parameters to our notation. In addition to the large

vortex shown in Figure 23, there are present, two very thin vortices

near the walls as shown in Figure 24. ( CAC for most cases is very

much smaller than the channel or pipe diameter). It is to be noted

(from References 1 and 2) that the flow fields obtained, non-dimension-

alized with respect to the mean flow velocity, depend (except for the thin

wall vortices) only on the paraaeter ( A/U) 2M, and particularly, do not

depend on Re.

These secondary flows are an example of the acoustic streaming

phenomena. The equations giving the acoustic strepting velocities in

Reference 1, will be used it, a discussion (See Section 5) of attempts to

detect acoustic streaming in the test rig of the present investigations.

In Reference 3, a solution for heat transfer in laminar channel

flow is presented. The channel wall conditions arc:

wall temperature = To, x < 0

wall temperature = Tw, x > 0

The problem is mathemat£ ally, a steady-flow problem; the velocity

field used is the time-average velocity field obtained from the solution
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in Reference 1 (discussed -hove). Thus the time-varying velocities

in the actual physical system are not included in this treatment; the

changes in heat transfer calculated only include the effect of the

oscillation - induced time-average secondary flows. The time-average

energy equation is reduced to the form

PC UL +ec vL = K AT (29)

(all quantities are time-averaged), and solved by a finite-difference

method. The solution was found to be divergent in regions with U< o

(reverse flow, in vortices, see Figure 23 ); the authors avoided this

problem by setting U = o in Equation (29) where U was actually negative.

This technique appears to have been satisfactory, since the resulting heat
transfer curves obtained show no diszontinuities and also some of the
above finite difference solutions were checked by a relaxation technique

which showed no significant errors in heat transfer. The nature of the

results so obtained are shown in Figure 25 taken from Reference 3.

The time average streamlines are sketched at the top of this figure, and

the shaded regions at the bottom of the figure indicate the rarges of

x where, for somL. y-v&Iues, the approximation U = o discussed above was

used. We observe that the maxima of heat transfer are slightly downstream

of the nodes, and that there is little overall change in heat transfer.

From their theoretical calculations, the authors have also found the

correlation shown in Figure 26 . This correlation shows a linear re-

lationship between the product of the maximum fractional change in heat

transfer multiplied by Re- I/3 and the parameter

No statement is given in Reference 3 on what value of Pr applies in

Figure 26 , but since to obtain the acoustic streaming velocity fields

used in the heat transfer analysis, a compressible fluid was used, we

shall assume that Figure 26 may be applied to fluids such as air with

Pr* 0.7. Both the nature of the heat transfer changes (Figure 25 )
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and their magnitudes (Ligure 26) as predicted by the above theo-

retical analysis, will be used in Section 5. 2 in attempts to estimate

the importance of acoustic streaming in explaining changes of heat

transfer under oscillating conditions, as observed in various experi-

*mental investigations including the present author's.

In Reference 24, heat transfer measurements were taken in

a rocket motor 3 in. dia. by 31 in. long. The propellants were

02 - N2 H4 at a mixture ratio (mass flow oxidizer/mass flow fuel) of

.36,and a chamber pressure ( P ) of 300 psia. was used. Throat diameter

was .875 in. Heat transfer (and time varying pressure-) measurements

were taken using water-cooled 'Dynisco' strain gauge type pressure

transducers located at varying axial positions alonL the chamber wall.

The cooling water flows in a spiral channel just underneath the trans-

ducer diaphragm and heat transfer is measured using thermocouples to

measure the cooling water temperature rise across the transducer. The

gas properties are estiv:ated as follows: a typical rocket combustion gas

value cf ' ( - 1.22) is assumed. The gas molecular weight is calculated

assuming complete conversion to H!0, N2 and H2 (A:14.5 lbm/lbm mole).

The speed of sound (O 4180 ft/sec) is taken from a commercially available

table. The gas temperature and density are then estimated from Equations

(30) and (31) below respectively:

2 WRT
c 2 -- (30)m

PS(31)

From a report by Bartz, an approximate formula for calculating

the viscosily of rocket combustion gases is used to estimate 0 . From

these data, we compute MA.050, Re = 161,000. Heat transfer and

pressure data were taken both for stable operation and unstable operation

at the first longitudinal mode of oscillation (fundemental of a closed-

closed organ pipe). Taking A 2x31 = 62 in., the above calculated

speed of sound and M values, the Strouhal number is calculated as S-6.0.

The heat transfer data for stable and unstable operation are shown in
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Figure 27 taken trom Reference 24 . The value of PN (actually

measured ",- 1.5 in. from the injector face) is 145 psi. We note that

the fractional heat transfer inreases are very large being of the

order of 0.6 at the transducer locations near the velocity nodes,

increasing to 'l.8 at the velocity antinode. Several points should

be borne in mind in comparing this data to that of previous references.

One point is the fact that the fractional pressure fluctuations

(P /p) are large enough (unlike those in most of the previously dis-

cussed references) to introduce substanatial non-linear effects. How-

ever, much more serious is the fact that the wave system (as is also

shown in Reference 24) is basically one of shock waves, followed by

exponential rarefactions, and the effect of these waves upon the turbulence

and the boundary layer may be much different than that of smooth waves

(even if quite distorted from pure sine ,ayes) of the same amplitude. Other

effects of the shock waves as opposed to sinusoidal or near sinusoidal

waveforms are the facts that at the 'pressure node' (midway along the

chamber) P still has a large fraction of its value at the antinodes
A(in this case about 65%), and that correspondingly, U is still a

large fraction of UA quite near to the 'velocity nodes', (though

Z is much smaller than UA at these points). In view of the aboveAAA

facts, an es-ate of U A  computed from P N using the simple acoustic

formula will be somewhat inaccurate; but it will give some idea of the

value of U A/U in the rocket engine. The value of UA IU so calculatedA A

was 7.90.

Another point to be borne in mind is that in the rocket motor,
T
w ; 1, and hence the gas properties vary considerably through the
T

1,oundary layer. Also, since L/D for the chamber is 10, flow would
not be expected to be fully developed thermally and hydrodynamically

on the chamber; perhaps rather than comparing the rocket motor data

with fully developed pipe flow data, a more profitable comparison might

be made with data from a flat plate or from regions of simultaneous

thermal and hydrodynamical development in pipr flow. Even the above

suggested comparisons may be dif.icult, since tho flow does not start
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at the injector face with essentially the same mean velocity and tem-

perature found further downstream, but rather over the first 10 inches

of the chamber, the temperature and gas mass flow increase as the in-

jected liquid propellants are vaporized and burn. The above mentioned

points make correlation of the rocket motor heat transfer results with

that of the other references difficult, but some attempts will be made,

and further discussion is given in Section 5.5

Data from another series of runs (also presented in Reference

24) is now discussed briefly. This data was taken in the same motor

as that described above, but the addition or subtraction of cylindrical

segments of the motor allowed the motor length to be varied. The data

discussed here was taken with lengths of 22, 32 and 48 in. The pro-

pellants were 02-N2H4 as before, but the mixture ratio is now 1. Chamber

pressure was 300 psia and the amplitude of the oscillations (measured

about 1.5 in. dcwnstream of the injector face) was 48 psi rms, I.E.

PN 48 psi. (The oscillations again occur in the first longitudinal

mode). Heat transfer was measured with the same transducers described

above, now located in all cases 3 in. upstream of the nozzle. Re, M, S
A-
U /5 were calculated as previously, and the resulting data is given in

Table 11.

TABLE 11

Chamber x Fractional
Length D S Change in Re = 93,700

In. In. Heat Transfer M - .0503

22 6.33 8.28 1.44 PN = 48 psi

A

32 9.67 5.75 1.20 A fi7.40

48 15 3.85 .74 S te)
See Text).

In this case, the estimate of AU may even inaccurate

than In the previously discussed case, since we have assumed that

P 2 2 N' as well as the simple acoustic rplation between P and U

However, again, this figure does give some idea of the value of U A/U.

* x is the distance of the heat transfer measuring transducer downstream
of the injector face.
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We see from Table 11 that as the chamber becomes longer and the

transducer moves closer (relative to > ) to a velocity node, that

the heat transfer increase drops, thus sho,'i'ng the same trend as

in Figure 27.

In Reference 31, Koshkin investigated heat transfer to air

flowing in an electrically heated tube of 9.7 mm inside diameter. Local

heat transfer measurements were taken at various points over a heated
4 5section 185 diameters long. The Reynolds number range was 10 - 10

The air was roughly at room temperature and the air pressure range was

5-20 x 105 n/m2 (72-290 psia). Oscillations were generated by a rotating

valve upstream of the heated section. From a sketch in Reference 31,

there appears to be a calming section of perhaps 10-20 diameters length

between the rotating valve and the entrance to the heated section of the

duct. Slightly downstream of the heated section is a throttle. The ro-

tating valve is operated at a resonant frequency of the duct, which appears

to act as a closed-closed organ-pipe, the valve and the throttle acting as

the closed ends. Data was taken at the fundamental and second through

fifth harmonic frequencies of the duct (f = 90, 180, 270, 360, 450 cps.).

Only data taken at the third harmonic is presented in the paper, however.

Much data in this paper suggests that there is considerable attenuation

of the wave strength as one moves away from the rotating valve. Hence,

although organ-pipe resonance., of the duct were used, there may be a signi-

ficant proportion of travelling waves present in the duct. Koshkin's

data for the third harmonic frequency of the duct is reproduced in Figure

28. Here, K is the unsteady flow Nusselt number divided by the Nusselt

number in the reference steady flow. We note the following: (1) the over-

all decline in the heat transfer increases as one moves downstream may be

an effect of attenuation of the wave; this is suggested in the text, and

(2) the fractional changes in heat transfer are quite large, and there-

fore this data is of interest to the present author. However, correlation

attempts using this data are not possible, since the particular Reynolds

number and mean pressure vaiues relevant to each curve of Figure 28 are

not given; we are only told that all Re values lie between 104 and 105

50 5 2and that all mean pressures are between 5 x 10 and 20 x 10 n/m . Also,

fa
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there is some doubt as ro whether Koshkin's symbol ( P) (see Figure

28) refers to the peak-to-peak pressure at the duct inl~t divided by the

mean pressure or half this value. For the above reasons, little use can

be made of this data. The present author attempted unsuccessfully to

communicate by letter with Koshkin to ask for additional information.
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L. EXPERIMENTAL HEAT TRANSFER MEASUREMENTS IN AN OSCILLATING FLOW SYSTEM

Experimental heat transfer measurements in an oscillating pipe

flow system are now presented. (A discussion of the literature on the

problem of heat transfcr in oscillating flow is presented in Section 2 .)
A brief description of the apparatus is given first.

3.1 General Description of the Apparatus:

An overall sketch of the apparatus is given in Figure 31 . From

the high pressure supply (-02000 psig )) the air is passed through a coil

submerged in a thermostatically controlled water bath (a commercial hot-water

heater) in order to feed constant-temperature air to the remainder of the

system. The air then passes to a 0-500 psig regulator which feeds the up-

stream side of a calibrated sonic orifice (5 different orifices are available).

Just upstream of the orifice are a copper-constantan thermocouple and a

static pressure tap leading to a bourdon-tube guage to enable the mass flow

through the orifice to be calculated. The flow then passes inco a plenum

chamber (at 40 psig) and from the plenum into the 9 ft length of 1.5 in I.D.

pipe in which the oscillations are set up. The average static pressure in

the pipe is measured at the upstream end of the pipe using a line leading
to a bourdon-tube gauge. A restriction in the line at the pipe enables the

guage to take an average pressure reading under oscillating conditions.

Just upstream of the steam heated section a copper-constantan thermocouple

measures the air temperature. It should be pointed out that the section

of pipe upstream of the heated section is uninsulated. However, the setting
of the thermostat in the water bath is adjusted so that the air temperature

in this section of the pipe is within 300F of the ambient (room) temper-

ature. This small temperature difference together with the high thermal

resistance of the natural convection boundary layer on the outside of the
pipe, reduces heat transfer to the air flow in this section of the pipe to

very low values. Hence, as has been experimentally verified, the temperature

profile at thermocouple A (Fig.31) is almost perfectly flat, and a single

thermocouple reading at the center-line of the pipe gives a very good estimate

of the air bulk temperature at this point. Calculated estimates of the

heat transfer to the air flow in the upstream unheated section of pipe indi-

cate this to be completely negligible. After passing through the steam-heated
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section, the air flow passes through another unheated section of pipe and

exhausts through a variable-area choked nozzle to ambient conditions. A

copper-constantan thermocouple is raversed across the airflow just down-

stream of the heated section in order to determine the air bulk temperature

at this point. The average flow conditions are set using the variable

area nozzle and the 0-500 psig pressure regulator as follows: the pressure

on the upstream side of the calibrated sonic orifice is adjusted to produce

the desired mass flow using the 0-500 psig pressure regulator; then the

variable area nozzle is adjusted to bring the mean pressure in the pipe and

plenum chamber to the desired value (40 psig). The siren wheel is just

downstream of the variable area nozzle, and parts of the holes in the siren

wheel, together with parts of the nozzle assembly act as the nozzle throat,

which thus changes its area as the wheel rotates. This action induces the

oscillating component of the flow. In operation the siren wheel is rotated

so as to be in resonance with one of the organ-pipe frequencies of the 9 ft

length of pipe. The siren wheel is driven through a timing belt system by

a 15 HP U.S. Electric Motors 'Vari-drive' Motor (3-phase, 440 volt). This

motor consists of an electric motor which can be driven at two different

constant speeds, a system of 2 variable-width pulleys and a belt, a gearbox

and control equipment. The output speed of the motor is adjusted by oper-

ating a small electric speed-change motor which changes the widths of the

pulleys. The direct output of the motor gearbox is variable over a speed

range of r, 8 to 1 . The timing belt system provides additional speed

reductions of 1:1, 3.43:1, and 11.76:1 . Also siren wheels with 2, 4, and

28 holes are available. The total range of the siren frequency is roughly

5-5000 cps.

The gap between the downstream surface of the variable area nozzle

assembly and the siren wheel can be changed to allow the strength of the

oscillation (at resonance) to be varied (Fig.31). I.E., when the gap is at

its minimum value (,v .019 in) the strength of the oscillations produced is

at its greatest value (other things being equal).

Just upstream of the variable area nozzle is a Norwood strain-

guage type pressure transducer which is used to determine the amplitude of

the pressure fluctuations in the pipe (P,D - Fig.31).

From a supply of steam at ev 6 psig, steam flows through a flow

control valve, and a separator into the steam chest surrounding the copper
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pipe (1.5 in. I.D. x 1/16 in wall) carrying the airflow. The pressure

gauge attached just downstream of the flow control valve enables the

proper steam flow to be set. The steam heated section of the pipe is

45 7/16 in. (= 30.3 Dias.) long divided into 25 chambers as sketched in

Fig. 32. After passing through the steam chest, the steam is exhausted

to ambient conditions at the upstream end of the heated section. The

steam heated section is insulated on the sides with about 2 in. of glass

wool insulation, and on the ends with phenolic plastic blocks 2 in. thick

(Figs. 31,32,33). From each of the 25 condensate collection chambers a

trapped line leads to a bottle in which the condensate is collected (Figs.

31,34). Midway between the partitions in each chamber on the side of the

copper pipe, is a copper-constantan thermocouple used to measure the local

pipe temperature (Fig. 31,34). (The copper pipe is used as one wire of the

thermocouple; hence, leading out of the steam chest there are 25 constantan

wires and 1 copper wire.) Upstream of the heated section is an unheated

section 49.05 (-c 32.7 Dias.) long. As discussed on p.63 , this upstream

section may be regarded as insulated, since a negligible amount of heat

transfer to the airflow takes place in this section.

3.2 Instrumentation

3.2.1 Thermocouples

All thermocouples are copper-constantan, referenced to ice cold

junctions. Lines from the 25 thermocouples measuring the local pipe wall

temperature (Figs.31,34) are brought out through a switching system at the

main control panel, and the voltages are measured on a hand balanced poten-

tiometer. The apparatus proper is in an enclosed cell. The control

panel and operators are in a separate room; this greatly reduces the sound

level to which the operators are subjected. From the airflow thermocouples

(Fig.31, TC's A,B,C) lines are run through another switching system to a

Leeds and Northrup 'Speedomax' chart recorder where the voltages are recorded

on chart paper. For the traversing thermocouple (Fig.31, TC B), the radial

position is determined as follows: the thermocouple is moved downward until

it touches the bottom of the pipe (this is determined electrically), then

readings are taken 0.1 in. above this point and at 0.1 in. intoievals (16

readings) as the TC is moved upward across the pipe diameter. The position
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of the TC is determined using a scale and a reference mark. The opera-

tor traversing this thermocouple, is of course in the test cell during

the traverse and wears ear defenders as protection against the high sound

level.

3.2.2 Condensate Measurement

The volume of condensate in each bottle is measured by pouring

the condensate into a graduated cylinder. The temperature of the condensate

(tv room temperature) in 3 or 4 of the bottles is measured using a mercury

thermometer.

3.2.3 Steady Pressure Measurements

Pressure taps D, E, and F (Fig.31) lead to bourdon-tube gauges

of ranges 0-3000, 0-1000 and 0-100 psig respectively on the main control

panel. Pressure tap G (Fig. 31) leads to 0-100 in/H20 gauge in the test cell.

3.2.4 Dynamic Pressure Measurement

Measurement of the amplitude of the pressure fluctuations is taken

just upstream of the siren wheel (P,D - Fig. 31) using a Norwood Controls

Model 101, 0-500 psig air cooled pressure transducer. This transducer is

a 2-arm bridge strain gauge type transducer with the two elements wound cir-

cumferentially and axially on a strain tube. The circuit directly associated

with the transducer (bridge circuit) is sketched in Fig. 35 . B2 supplies the

excitation voltage (45 V.) to the bridge. The bridge current is adjusted

to the proper value with R4 and R5, referring the voltage drop across R6 and

R7 to the 1.35 V. mercury cell reference (B ), uzing the galvanometer. The

bridge is balanced using R1 and the galvanometer. The output of this circuit

is fed to a 4-transistor A.C. amplifier with gain of Nt 000 . The output of

the transistor amplifier is fed to a Ballantine model 320 S/5 true rms meter.

The bridge circuit and transducer were calibrated by applying pressures from

0-500 psig to the transducer with a dead weight tester, and recording the

output of the bridge circuit on a Leeds and Northrup 'Speedomax' chart

recorder. The gain of the transistor amplifier and the loading effect of

its first stage on the bridge circuit at the frequency of interest (,0270 cps;

this is the frequency of the 9th harmonic of the 9 ft. length of pipe. Most

of the heat transfer measurements were taken at this harmonic.) is as

follows. Battery BI was replaced by an audio oscillator operating at 270 cps,
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and an amplitude which gave A.C. bridge output voltages similar to those

observed under normal conditions (D.C. excitation, oscillating flow in

the pipe). The following rms voltage measurements were taken using the

Ballantine rms meter:

(1) Voltage at bridge circuit output (points D, Fig.35)
with amplifier disconnected.

(2) Same with amplificr connected.

(3) Voltage at amplifier output.

Readings (1) and (2) give the loading effect of the amplifier on the bridge

circuit. Readings (2) and (3) give the gain of the amplifier. All signals

were checked with an oscilloscope; no noise signals large enough to cause

significant errors in the rms readings were observed. All ranges of the

Ballantine rms meter used were checked using a thermocouple rms meter and

voltage dividers; the maximum error found was -v 2% and the error was

usually less than 1%.

The method of computing the overall sensitivity of transducer +

bridge circuit + amplifier is illustrated with values from an actual cali-

bration:

Sensitivity of transducer and bridge circuit (unloaded)

measured using dead-weight tester = .0811 MV/psi

Rms voltage readings at 270 cps (see above):

(1) .414 MV rms

(2) .382 MV rms

(3) .381 V rms

Hence the sensitivity of the transducer and bridge circuit (loaded) at

270 cps is:

.0811 x .382 = .0749 MV/psi

.414

Gain of amplifier at 270 cps is:

.381 x 1000 = 997

.382

Sensitivity of transducer, bridge and amplifier at 270 cps is:

.0749 x 997 = 74.6 MV/psi
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We are here assuming that the sensitivity of the transducer and bridge

circuit is the same for D.C. and 270 cps A.C. The dynamic sensitivity

(at N 270 cps) of these elements has been checked against a Kistler

piezoelectric transducer (by mounting the two transducers on the opposite

sides of the pipe in which oscillations were set up) and has been found

to agree well with the static sensitivity. Hence, the procedure outlined

above has been used to calibrate the Norwood pressure transducer system.

3.3 Operation (Ref. to Fig. 31 for pieces of equipment described
in this section) I

The operating procedure for the apparatus is now briefly described.

First the steam flow rate is set to the required value using the steam flow

control valve. (Too low a rate cannot supply all the chambers; too high a

rate can raise the steam chest pressure high enough to blow the water out
of the traps.) The water bath temperature control system and the airflow§

are next turned on. The mass flow of air is set using the 0-500 psig pres-

sure regulator and the pressure in the pipe is adjusted with the variable

nozzle. The following electrical gear is then turned on and allowed to

warm up:

(1) A Leeds and Northrup 'Speedomax' chart recorder, used to

record the readings of thermocouples A, B, and C (Fig.31). (See Sectior 3.2.1).

(2) The transistor amplifier used with the Norwood pressure

transducer and bridge circuit. (See Section 3.2.4 , and Fig. 31 , - P,D )

(3) A Ballantine model 320 S/5 rms meter used to measure the rms

amplitude of the output of the pressure transducer - bridge circuit-amplifier

system (see Section 3.2.4 ).

The apparatus is then allowed to run for fJ lk hours to come to thermal equil-

ibrium. The siren is then turned on and the average pipe pressure reset

with the variable area nozzle. (This is necessary since turning on the

siren reduces the average effective area of the variable area nozzle.) The

siren speed is then set to the desired resonance by adjusting until the rms

reading on the pressure transducer system output is at a maximum. The desired

amplitude of oscillation is then obtained by adjusting the gap between the
nozzle assembly and the siren wiheel. Actually Lhe 3 above mentioned settings,

(1) pipe average pressure, (2) siren speed to the resonance, and (3) amplitude
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of pressure oscillations at resonance may have to be gone through 2 or 3

times in succession to get all 3 adjuzted as desired. These settings

are watched closely throughout the run and if slight drifts are noted

are readjusted to the desired valuers. Drifts may be caused by changes in

siren speed, changes in temperature or pressure of the supply air, slight

changes fn the water bath temperature, etc. The traps are then filled

and the bottles emptied and replaced under the lines; this latter starts

the run proper (the time at which the empty bottles are replaced is noted).

The run proper lastsri2 hrs. During the run settings (1), (2) and (3)

(see previous page) are maintained constant as closely as possible; also

the pressure on the upstream side of the sonic orifice is maintained nearly

constant. About midway through the run the temperatures of the 25 thermo-

couples on the pipe are measured on a potentiometer and recorded. Also

the airflow temperatures at thermocouples A, B, and C (Fig. 31) are recorded

on the 'Speedomax' chart recorder. Temperatures from TC's, A and C are

single readings; temperatures from TC B form a profile acrosp the airflow

in the pipe (see Sections 3.1 and 3.2.1 ). The average pipe pressure, cali-

brated sonic orifice supply pressure, and steam pressure during the run

proper are recorded. Also, the average rms output voltage of the pressure

transducer-bridge circuit-amplifier system is noted. At the end of the run
proper, the condensate collection bottles are removed from under the lines
and the time is noted. The steam, air, siren and electrical gear are turned

off in that order. The condensate volume in each bottle is then measured.

Condensate temperatures are measured in 3 or 4 bottles to give a typical

value.

3.4 Data Reduction

The data reduction method is now described briefly by going through

typical calculations for a run (Run 27).

Temp. on upstream side of calibrated sonic orifice = 518.10R

Press. " " " " " t " = 168.7 psia

Coefficient of calibrated sonic orifice = .0 16 121bm 0 R)
sec psia

168.7
Mass flow = .01612 x 167 = .1198 !bm/sec.

Specific heat of air = .240 BTU/Ibm0R.
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Heat capacity of airflow .1198 x .240 x 3600 =103.5 BTI/hr°R

Typical condensate temperature = 930F

Density of water at 930F - 62.1 ibm/ft3

Heat of condensation of water at 1 atm. pressure 970.3 BTU/lbm
3Heat released by I cm of condensate in condensing

970.3 x62.1 2.13 BTU/cm3

(30.46)3

Run proper duration -2 hr.

3
For x cm of condensate, heat transfer rate for that chamber is

2.13x 1.065x BTU/hr
2

Temperature at inlet to heated section = 64.0°F

Heat carried by airflow at inlet to heated section above 0°F is

= 64.0 x 103.5

M 6,630 BTU/hr

We now refer to the table on p. 75(Table 14) which presents the next steps

in the data reduction process. (Results for the first 4 of the 25 chambers

are shown.) To allow for heat loss from the chambers through the side and

end insulation of the heated section, a 2-hr. run was taken with steam flow

only (no airflow). The condensate volumes measured during this 'heat loss

run' are entered in column 2. The large condensate vclume measured during

the heat loss run for Chamber No. I (also for Chamber No. 25) is due to the

relatively high thermal conductivity of the phenolic insulating blocks used

on the ends of the heated section. The condensate volumes measured in run

27 are entered in column 1. By subtracting col. 2 from col. 1, the con-

densate volume due to heat conduction to the airflow is obtained (col. 3).
BTU coptdaoet t

We then multiply col. 3 by the factor 1.065 computed above to get
hr cm

the heat transfer rate of the chamber (col. 4). By adding these heat trans-

fer rates successively to the heat carried by the airflow at the entrance

to the heated section (6,630 BTU/hr), we get the heat carried by the airflow

at points between the chambers (col. 5). We then divide by the heat capacity
0

of the airflow (103.5 BTU/hr R) to obtain the bulk temperatures of the air

at these same points (col. 6). Interpolating between these bulk temperatures,

we get the bulk temperatures at the center of each chamber (col. 7). The
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PRINCETON UNIVERSITY
Department of Aerospace and Mechanical Sciences

Guggenheim Laboratories for the Aerospace Propulsion Sciences

Form No. G-1 TABLE 14 Date:

DATA SHEET RUN 27 By:

Research Number
1 2 3 4 5 6 7 8 9

ChWm6er C, nJw&ms vewt less Net c.vw #et eat ,et€ 3./w rjevl .? Ta

MO. V./vo e v . ranfe. 6e " Nv/ft ?,,p w/*/ 7O.wta -0

3M CMA c'l 8 . -1
-6 ,630 64.0-

1 248 25.5 222 236 65.2 209.4 144.2-6,866 '66.4-
2 195 10.7 184 196.0 -26--8.- 67.4 210.6 143.2

3 125 5.0 120 127.9 7,89-6.- 68.9 211.1 142.2

4 121 4.6 116 123.6 70.1 211.3 141.2

10 11 12 13

No. DIM No

1 .0327 50.0 8.40 420

2 41.9 8.37 3.51

3 27.5 8.3.5 229.3

4 26.7 8.33 222

I ___________ ____________ ____________ _____________ _____________ _____________ ____________ ________,,_ ________,____ __,_______,__
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pipe wall temperatures are entered in col. 8. Subtracting col. 7 from

col. 8 gives the driving temperature difference for the heat transfer

(col. 9). The area for heat transfer of each chamber (based on the

pipe I.D.) is entered in col. 10. The heat transfer coefficient

(h, BTU/ft2 hrF) is computed in col. 11 as h = Q/l 6 . To compute

the Nusselt number (based on pipe I.D., and thermal conductivity of air

at the bulk temp., K ) the factor D/K (hr ft2 °F/BTU) is computed in

col. 12. By multiplying col. 11 by col. 12 we would obtain the Nusselt

number. Since the heat transfer runs are taken over a slight range of

Reynolds numbers (,3%), the Nusselt numbers are normalized to a reference

Reynolds number.

The Reynolds number of the flow is computed (based on pipe I.D.,

air mass flow and air viscosity at the bulk temperature halfway along the

heated section), and the Nusselt numbers are normalized as follows:

Re 0.8
Nu " Nu(-) , (33)

n Re

where Nu - unnormalized Nusselt number
(- col. 11 x col. 12 in Table 14)

Nu n normalized Nusselt numbern

Rer = reference Reynold. number (- 97,50C)

Re = run " " 1

.0.8a
since for steady turbulent pipe flow, Nu o (Re)0  . In column 13,

Nu is calculated as

nn
Re 0.8

Re 0.8
being equal to 1 in this case.

Re
The heat balance calculations using the traversing thermocouple

just downstream of the heated section are now presented. Using the temp.

profile from the thermocouple, we could compute the bulk temp. at the

exit of the heated section (Tb):

*1
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eTv 2 7r rdr

Tb StV 2Trdr(

Tb' Tb in OF

Using the equation of state,

P f RTR (40)

TR in OR

we get the final equation from which Tb is calculated as

Tb =  4b m (41)

(.b )rdr

T R i T b + 460 (42)
R,bD

v = pipe center line velocity.

The velocity profile, -(r) is taken as that of fully developed pipe flow
m

at Re 97,500. The fractional error in the heat balance is then computed

as:

aE: Tb Tbs (43)

Tbs Ta

where Tb,s = air bulk temperature at exit of heated section based on Ta

and total steam condensate due to heat transfer to airflow (= last entry

in col. 6, Table 14).

Ta = air bulk temperature at entrance of heated section (= first

entry in col. 6, Table 14).

The fractional heat balance errors for the runs discussed in this

report are given on the next page (Table 15).

ai
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TABLE 15

FRACTIONAL
RUN NO. HEAT BALANCE

ERROR

16 .080

17 .078

18 .062

20 .050

21 .062

22 .040

23 .070

26 .045

27 .045

We note that the fractional heat balance errors range from .04 to

.08. The author believes that the average fractional heat balance

error of 01 .06 is caused by conduction effects in the traversing
thermocouple used to measure the temperature profile from which T b is

calculated. A typical temperature profile (from Run 27) together with

a sketch of the thermocouple is shown in Figure 35 A. For data

reduction, the profile was arbitrarily shifted until it became

symmetrical and values of T used in Equation (41) were read off the
b

shifted profile. The asymmetry in the temperature profile gives

evidence of a significant conduction effect. Heat is likely conducted

down the sheath and wires of the thermocouple from the hotter airflow

in rcjion B and also from section A of the thermocouple, where the

sheath is in close contact with the pipe wall which is essentially at

TA. Conduction errers may be especially large when the junction is

in region B and the distance between the hot wall and the junction is

small. Errors in the regions near the wall are more important because

of the r factor in Equation (41), It should be pointed out that a

lowering of Tb by 2.50 F would be sufficient to reduce the average
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fractional heat balance error to ,, 0. From the degree of asymmetry

of the profile in Figure 35 A, a conduction effect of this magnitude

seems quite possible. If this is the correct explanation for the

average fractional heat balance error, removal of thts error would

yield fractional heat balance errors of ± .02 instead of .04 - .08.

That is, the author suspects that - .06 of the fractional heat balance

error is due to conduction effects, while the true random scatter is

+ 02.

We now discuss the calculation of M a, S , and Rea (based on

conditions upstream of the heated section) andIN/P and A/U [based
on pressure fluctuations measured just upstream of the variable area

sonic orifice (P,D, Figure 31)]. From the mean pressure

and temperature measurements in the pipe upstream of the heated section

(thermocouple 'A', pressure tap 'F', Figure 31) the density and sound

speed are computed. Then, using the known mass flow rate (see p. 73)

and the pipe cross sectional area, the mean flow velocity is calculated.

Also, the air viscosity is determined from tables. From the above

quantities, the Mach Number (M a) and Reynolds number (Re a) upstream

of the heated section are determined. The frequency of oscillation is

determined from the sound speed computed above and the known acoustic

length of the pipe (allowing for the change of speed of sourd through the

heated section). With the frequency known, the Strouhal number (S =

WD/U a) is computed.

The average rms output voltage of the pressure-transducer-

bridge circuit-amplifier system (p. 69 , Section 3.2.4 ) when

multiplied by the sensitivity of this system (also see Section 3.2.4)

gives the rms pressure just upstream of the variable area nozzle

(P Dividing by the mean pressure (P = 54.7 psia) gives the

parameter (PN/!P). Rms pressure measurements were chosen

because accurate rms electronic voltmeters are readily available, and also,

because rms measurements give a measure of the energy in the wave for any

waveshape. I-A/U was computed from the simple wave formula
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PN UA
c (44)

UA _ N U = Mb(45)

P 7b

The Mach number in the denominator of Equation (45) (Mb) is the Mach

number downstream of the heated section. Since Mb can be written as

Mb ( ) Ma (46)

using the continuity equation, Equations (45), (46) the values of PN/P
N

and Ma , computed above, and the values of Ta Tb,s computed in

Table 14 allow U A/U as defined above to be calculated.

3.5 Experimental Results

The experimental results for 7 runs at the 9th harmonic and I run

at the 13th harmonic are presented in Figures 36-43. For each run, the

parameters discussed in Section 3.4 (Ma , Sa , Rea , PN/P and"U /U) as well as

other information are presented. The shapes of the pressure waves were

observed to be roughly sinusoidal, and hence, a fairly accurate estimate
Aof UA/U for these runs is

AA

U 2 -A - 0 t .83 UA( 7
UA U U

,- 2/7' - , 2.83 - (47)

Points designated * instead of + are likely to be in error.

The probable causes of error of such points are now discussed briefly. The

error in chamber 1, Figure 37, is probably caused by a small air leak from

the high-pressure (40 psig) air in the pipe into the steam chest, thereby

a
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cooling the condensation chamber slightly and reducing the condensate

volume. Errors in chambers 23, 24 and 25, Figure 37 and chambers 24

and 25, Figure 43 may be due to slight carry-overs of moisture from the

separator, or possibly to temporary blow-outs of the water in the traps,

allowing direct steam flow into the condensate collection bottle. These

errors are positive. Chambers at this end of the steam chest are immedi-

ately below the steam inlet from the separator, and also would show the

highest steam pressure. The errors in chambers 24 and 25, Figure 40,

which are negative, are likely due to leakage of condensate at the junction

of the condensate collection chamber and the trap (see Figure 34). Leaks

at this junction have been observed (and repaired) in earlier checkout runs.

In any event, since the number of readings likely to be considerably in

error is/%J 8 and the total number of data points is 8 x 25 - 200, these

errors degrade the quality of the data very little.

We now briefly discuss the nature of the data. For all runs,
Re Z97,000 and M Z, .030. For all 9th harmonic runs, S a 6.40, and

a a a
for the 13th harmonic run, S = 9.18. From Figure 36, we see that oscilla-a

tions have little effect on heat transfer at UA/U -,,.4. At U A/-- .8

(Figure 37), the oscillations produce a noticeable effect on tue heat trans-

fer, with sinusoidal variations of the latter being produced. The maxima

of heat transfer are *- I downstream of the velocity nodes, the minima
12

downstream of the antinodes and there is little overall change of heat

transfer. As the oscillating amplitude increases (Figures 38 - 40

i/U 1.2, 1.4, 1.56), the amplitude of the variation of heat transfer

increases, the maxima and minima move downstream, but the overall heat trans-

fer changes remain small. Increasing the oscillation amplitude still further

(Figures 41 and 42, UA/UD1.7, 2.3) moves the maxima and minima still

further downstream (in Figure 42, the maIrfna is near the velocity antinode,
and the minima are slightly downstream of velocity nodes), increases the

amplitude of the heat transfer fluctuations, and produces substantial over-

all increases in heat transfer (especially for U A/U.2.3, Figure 42). The

one test taken at the 13th harmonic (Figure 43), shows fluctuations of heat

transfer whose maxima and minima are located similarly to those at the 9th
17 ^0

harmonic for comparable U /D values (Figures 41 and 42) (UA/U 1.90 for
A A

Figure 43), but a considerably smaller overall increases in heat transfer.
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Possible explanations for this behavior, and correlation of this data

with that of some of the references, will be discussed in detail in

Section 5.
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4. HOT-WIRE ANEMOMETER MEASUREMENTS

4.1 Introduction

To investigate the flow pattern set up under oscillating

conditions, it was decided to take velocity profiles (both instantaneous

and time-average) across the pipe at various x dimensions along the pipe.

This work was done by replacing the steam-heated test section described

in Section 3.1 (Figures 31-34) with an unheated test section which

mounted a hot-wire anemometer probe and a wall-mounted pressure transducer.

This test section will be described in more detail in Sections 4.2, 4.4

and 4.5. The tests were taken under approximately the same conditions

as the maximum oscillation a litude heat transfer run at the 9th

harmonic (Run 16, Figure 42, Section 3.5). The purpose of these tests

was to attempt to search for distortions of the velocity profiles due

to acoustic streaming effects (See Section 1, p. 10 , and Section 2,

pp. 50-56 ) and to variations in eddy diffusivity values (see Section 1,

pp. 10,11).

4.2 General Description of Hot-Wire Test Section

Referring to Figure 31 (which shows the apparatus set up

for heat transfer measurements), for the velocity profile measurements,

the steam heated section of the pipe is removed and replaced the hot-wire

test section shown in Figure 44. The rest of the apparatus remains

essentially as sketched in Figure 31. The pressure transducer and hot-wire

are mounted in a block of brass, as sketched in Figure 44. Flanged pipes

(1.46 in. I. D.,, 1.50 in. 0. D.) mounted flush with either side of

the block (Figure 44) using o-ring seals, telescope into flanged sections

of 1.50 in. I. D. pipe, which mate with fixed lengths of pipe making up

the remainder of the resonant duct. (0-rings are also used on the seals

between the telescoping pipes.) The test section is traversed back and

forth using a 'Zeromax' variable speed motor which drives a length of

screw mounted parallel to the duct through a flexible coupling. This

screw engages a nut mounted on an aluminum frame bolted to the brass

block of the test section. The Aluminum frame, together with the test
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section assembly, moves (on sliding bearings) on two rods mounted

parallel to the duct. The 'Zeromax' motor is operated from the main

control panel through a relay system. The range of x-positions

accessible is -17 in. This is somewhat smaller than desirable for

the case of operation at the 9th harmonic, since the flow pattern

should be repeated only every 24.5 in. (= A/2), however much useful

information was obtained in spite if this fact. The x-position of

the test section is presented at the control panel on a 0-100/la meter.

-o potentiometers mounted on the control panel allow the extreme up

and downstream positions of the test section to be set to 100 and 0/a

respectively on the meter. Limit switches prevent the test section

fr a running into the flanged tubes on the upstream and downstream

sides. The hot-wire probe was mounted vertically in the central plane

in the top of the brass block (Figure 44) and could be traversed

across the pipe radius (this traversing gear will be described further

in Section 4.5). The body of the hot-wire probe is .125 in. in diameter.

The pressure transducer was flush-mounted at an angle of 1200 (Figure 44)

from and in the same plane as the hot-wire probe entry hole. (The

pressure transducer system will be described further in Section 4.4.)

4.3 'Dynisco' Pressure Transducer System

A slight digression must be made at this point, since the

Norwood pressure transducer mounted just upstream of the variable area

nozzle (Section 3.1, Figure 31, Section 3.2.4), used to measure

oscillation amplitudes in the heat transfer tests was replaced by a

Dynisco pressure transducer for the velocity profile runs. This

replacement was made since the calibration curves of the Norwood

transducers showed slight non-linearities and,at one point, a Norwood

transducer was observed to change its sensitivity substantially

(10-15%). These errors should not effect the amplitude measurements

taken with the heat transfer work, since the non-linearity of the

calibration curve was outside the range of pressures being measured

(beyond 100 psi) and the sensitivity change took place after the

heat transfer runs were completed. However, on principle, it was

I.
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decided to replace the Norwood transducer with the Dynisco, which had

shown much better linearity and stability in previous service on other

test rigs. The transducer used was a Dynisco Model Pf 76-IM, 0-1000

psig. This transducer is of the strain-guage type, four-arm bridge,

with two windings wound circumferentially and two windings wound

axially on a strain tube mounted between the diaphragm and the backing

plate. The bridge was excited with a Video Instruments Model SR-200-EHM

D. C. power supply, set to 10 V. The output of the bridge was fed to a

Dana Model 2200 operational amplifier, set to a gain of 1000; the

amplifier output was fed to the same Ballantine rms meter (see Section

3.2.4) used in the heat transfer runs to obtain an rms voltage reading

for the oscillation amplitude. The sensitivity of the power supply +

transducer part of the system was determined using a dead-weight tester

to load the transducer over the pressure range 0-500 psig, while the

output of the transducer bridge was recorded on Bristol chart recorders

on ranges of 5.5-8.5 and 5-20 millivolts. The sensitivity of the power

supply + transducer part of the system was .0284 MV/PSI over the range

0- 100 psig. The gain of the Dana amplifier was checked by using a

hand-balanced potentiometer to supply D. C. input signals at the milli-

volt level and a digital valtmeter to reasure the amplifier output. The

gain of the amplifier was found to be within 0.2% of the nominal figure

of 1000. Under oscillating conditions, the rms amplitude of the output

of the power supply + transducer + amplifier system was about .150

volts. With no airfl w, the noise level (chiefly amplifier noise) was

about .006 volts rms; hence, since these are rms aieas'reients, the noise

should cause negligible errors in the amplitude measurements. The

frequency response of the transducer and amplifier (roll-off at about

20 KC for both pieces of equipment) is far beyond that necessary for

accurate rms measurement of the 2i0 cps waveform3. All the equipment

mentioned above except the transducer itself and part of the transducer

cable are in the room containing the control panel rather than in the test

cell. (See Section 3.2.1.)

4.4 Kistler Transducer System

The pressure transducer mounted in the test section (Figure 44)

and mentioned iii Sections 4.1 and 4.2 wiil aow be discussed in more

I,
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detail. The transducer is a Kistler Model 601A and has a dialmter of

1/4 in. This is a quartz piezoelectric type of transducer. The

transducer is mounted flush with the inside surface of the brass block.

The transducer output is fed to a Kistler Model 504 charge amplifier,

which is operated at a potentiometer setting of 1.00 turn and a rotary

switch setting of 200. For the velocity profile measurements the out-

put of the charge amplifier is applied to one beam of a two-beam

oscilloscope, (the other beam carries the hot-wire signal) and Polaroid

pictures of the traces are taken (see Section 4.10). Again, all

components of the system except the transducer and some cabling

are located in the room containing the control panel. The Kistler

transducer was not calibrated using the dead-weight tester as were

the Norwood and Dynisco transducers (Sections 3.2.4 and 4.3) but

rather, because of zero drift, using the gas pressure system sketched in

Figure 45.

Teda G'ws';e

An , /l4Zd ,ir
J'#pp/y (oPJF/d) Itl 9 dxl'

66)'js-w-e VAwp/fietA 4
A&COPcer

FIGURE 45

For calibration, the output of the amplifier is fed through a 100.6:1

voltage divider to a 'Speedoinax' chart recorder (rainge 0-3 MV).

Calibration is as follows: after all electrical gear is warmed up, valve

b is closed (valve A has been closed from the beginning of the calibration

procedure) and the chart recorder started. The pressure on the test

IrqV1 IeV*
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gauge is then noted (this is not quite zero, since the zero of the

gauge was slightly off). Valve A is opened and closed quickly,

bringing the transducer pressure up to/,20 psig in about one second.

The test gauge reading is again noted, and about three seconds later,

valve B is opened returning the transducer pressure to atmospheric.

Again the test gauge reading is noted. The three test gauge readings,

together with the corresponding millivolt reading obtained from the

chart recorder trace, and the voltage divider ratio allow the sensitivity

of the transducer to be calculated. The difference between the final

and initial voltage readings was only about 1% of the difference between

the 0 and/ .,20 psig readings, so the zero drift problem was almost

eliminated using this method of calibration. The sensitivity of the

transducer + change amplifier system was measured as 163.1 psi/volt or

6.13 MV/psi.

4.5 Mechanical Details of Hot-Wire Traversing System

The essential details of the hot-wire traversing device are

presented in Figure 46 (the hot-wire probe itself is described in

Section 4.6). Many details such as o-ring seals are omitted. By

rotating the handwheel, through the system of four gears lying on top

of the frame, the two threaded rods are rotated in opposite directions.

The threaded rods engage tapped holes in the travelling block which is

thus moved up and down. The travelling block is rigidly connected to

the hot-wire probe below and to the pin of the dial indicator above.

The travelling block moves up and down in ;lots in the frame. Two

springs are kept heavily loaded in compression between the frame and

the travelling block to lessen the danger of the block moving

spontaneously due to the vibration of the test rig. The spring

restraining rods are fastened to the travelling block with set screws.

The position of the hot-wire is measured using both the dial guage

readings and the number of turns (whole + fractional) of gear A

(Figure 46). Turns of gear A are measured down to 1/16 part (the gear

has 16 teeth). The position of the hot-wire is set as follows: the screws

fastening the downstream telescoping tube to the brass block (Figures 44

and 46) art- removed, and the tube is drawn back into its telescoping

mate, allowing a microscope to be positioned as shown in Figure 46. I
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A list of desired positions is prepared (usually 20 positions starting

at,.o.001 in. from the wall and progressing to a distance of .73 in.

from the wall - the pipe center-line), and the closest position to the

wall is set using the (40 - power) microscope equipped with a 50

division calibrated reticle in the focal plane of the eye piece. The

reticle was calibrated using a 1 m slide mounted scale with smallest

division = .01 mm. The wire was somewhat slack for reasons discussed

in Section 4.6, and the distance measured was one-half the minimum

distance between the wire and its reflection (Figure 47).

Wa/Ix a i the afots dl

FIGURE 47

The wire was illuminated from behind by breaking the resonant duct

open several feet upstream of the test section and hanging a 100-

watt bulb in front of the duct opening. (The duct is composed of a

number of flanged brass sections.) The setting cf the closest

position to the wall was done while the travelling block was moving

upwards, a further precaution taken to avoid backlash and spontaneous

movement of the travelling block. The setting could be made to an

accuracy of better than ! .0001 in. Once this setting is made, we

now have related one dial guage reading and one turns count on gear A

(Figure 46) to an absolute distance of the hot-wire from the wall.

At this point, the dial gauge readings and gear turns counts for all

other desired hot-wire positions are calculated. The settings are

made using the handwheel (Figure 46). It should be noted, that al-

though there is considerable slop in the gear system, this should not

cause any errors in dial gauge readings, since the dial gauge is

rigidly connected to the hot-wire probe. Also, since there was no steam

heating in these series of experiments, temperature changes in the

EI
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traversing apparatus are limited to '- 100F at most (due to the airflow

in the duct being at a somewhat different temperature than the test cell)

and dimensional changes due to thermal expansion effects should cause

negligible errors in the setting of the hot-wire position. Since the

range of the dial indicator was .250 in., hot-wire position settings

up to .150 in. from the wall were made using the dial guage. These

settings were checked bofore and after the Polaroid picture of the hot-

wire data was taken. No differences larger than .00003 in. were

observed between the two cial gauge readings taken at each position.

For hot-wire distances grea-er than .150 in. from the wall, the dial

guage and shaft B (Figure 46, were removed by loosening set screws

holding the shaft in cup C (Figure 46) and other set screws fastening

the dial gauge to the top of the frame. Positions of the hot-wire

greater than .150 in. from the wall were meastred only by counting

the turns of gear A which yielded an estimated error of ± .002 in.

hot-wire position. This error is not serious for measuring the velocity

profile beyond .150 in. from the wall. Because of the necessity to

remove the dial gauge as discussed above, the reading of te gauge

if the hot-wire was returned to the closest position to the wall after

the profiles were taken (as determined by the microscope) could not be

checked against the original value of this reading, in the usual tests

made. However, in one case, a large number of measurements were taken

within .100 in. of the wall [with normal conditions of vibration,

airflow, run duration ( - Zhr.)] and in this case, the above-mentioned

test could be made. It was found that the difference of the final and

initial conditions as observed in the microscope for the same dial

gauge setting was smaller than .0001 in. The estimated error in hot-wire

position, for distances 25 .150 in. from the wall, based on thermal

expansion effects and the error figure in the previous sentence is

.0001 in.

After the setting of the wire position closest to the wall

was made, the telescoping section which was moved was drawn Lack up

and refastened to the brass block, and the section of the duct removed

to allow illumination of the wire was replaced.
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4.6 Mechanical Details of Hot-Wire Probe

Parts of the hot-wire probe are shown in Figure 48. These

parts were obtained from Thermo-Systems, Inc., Minneapolis, Minnesota,

except as described below. In ordinary use the sensor holder Figure 48b,

mounting the hot-wire between the needle tips, is plugged into the probe

Figure 48a, electrical ccntact being made by the two stainless steel pins

on part (b) fitting into miniature jacks in part (a). Wires inside

part (a) complete the circuit to the BNC connector on (a). In practice,

the plug joint between (a) and (b) was found to have an erratically

varying contact resistance, and hence a soldered joint unit, Figures 48

(c) and (d) was made up. (d) is a sensor holder from Thermo-Systems Inc.,

(identical to part (b), except for the shape of the hot-wire support

needles), and (c) is a hollow tube of outer dimensions similar to that

of (a) and mounting a BNC connector as shown. Wires were threaded

through the tube and soldered to the pins of the sensor holder [(d)].
The sensor holder was then slipped into the tube, glued with epoxy
cement, and the other ends of the wires connected to the BNC connector.

No contact resistance problems occured using this probe system. In the

normal system, when (a) and (b) are used, the locking sleeve (Figure 48

(e)] is slipped over (a) and (b) until the shoulder of (b) butts against

a lip at the end of (e). The screw or the locking sleeve is then

tightened to hold the sleeve to the probe (a) and prevent the sensor

holder (b) from coming loose. Since our hot-wire system was originally

designed to work using (a) and (b). we continue to use the locking

sleeve with (c) and (d), although it no longer fulfills its intended

function. An o-ring seal in the block on (e) prevents air leakage between

(c) and (e) when these parts are joined. A second o-ring seal between the

tube of (e) and the brass block of the test section (Figure 46) prevents

leakage at this point. Note that details of the hot-wire probe are

omitted from Figure 46. The block of the locking sleeve (Figure 48e) is

tightly clamped to the travelling block (Figure 46) of the traversing

mechanism. The dimensions of the hot-wire support needles and the wire

proper are shown in Figure 49. The needles are stainless steel, .025 in.

in diameter and tapering towards the ends as shown. The wires were

supplied by Flow Corporation, Cambridge. Massachusetts, (manufacturers

filament code no. WI), and
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are tungsten, ^,.00015 in. in diameter.

I
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IFIGURE 49

As supplied the wires are spool mounted, and copper plated and tinned

over their entire length except for a bare section ".040 in. long.

The wires are soldered to the sensor holder under a 30x binocular

microscope with the wire probe, soldering iron and the spool-mounted

wire held in 3-direction micrometer movements. The tip of the soldering

iron (25 w) is extended with a short length of no. 22 ( .025 in.)

wire which is actually used for the soldering operation. All-state
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no. 430 silver solder and no. 430 flux are used. To reduce deposition

of flux on the wire, the latter was moved away when the needles were

tinned. After allowing a short time for burning off excess flux, the

spool mounted wire was moved up untiL the tinned sections of the wire

rested lightly in the needles, with the bare section of the wire

roughly centered in between the needles. For reason described later

the wire was mounted with some slack present, rather than taut. The

tip of the wire attached to the soldering iron was then brought up

below the joint to be made until the solder melted, making the joint.

The soldering iron wire did not have to be brought into contact with

the needle; heat conduction through the air was sufficient to melt the

solder. In fact, touching the needle with the iron usually caused the

wire to slip off the needles. After the solder joints were made, the

excess length of wire was broken off by bending back and forth using a

razor blade. Despite the precautions taken, some condensation of

vaporized flux on the wire was usually observed on the wire after

the latter was mounted. Also thin filaments of the glue used to mount

the wire on the spool were frequently found stuck to the needle mounted

wire. To clean the wire, it was dipped in a solution of concentrated

sulfuric acid saturated with potassium dichromate for about one

minute. To remove the excess crystals of this solution, the wire

was then dipped in water, also for about one minute. Finally, the

wire was dipped in ethyl alcohol to remove the excess water. After

such cleaning, the wire appeared to be free of all attached glue

filaments, and crystals, and the diameter of the wire appeared to be

uniform indicating comparative freedom from deposits, when viewed

under a magnification of - 1000.

We now discuss the reason why the wire is slackly mounted

(as mentioned previously). When a taut wire was used, oscillations

at -,20 KC (and sometimes at -_40 KC) were observed on the output

o" the hot-wire amplifier. These oscillations could not be removed

by adjusting the amplifier (this type of adjustment attempted is dis-

cussei in Section 4.7), but were observed to be almost entirely elim-

inatea by the use of a slack wire. Also, the fundamental resonant

frequency of the wire support needles, treated as vibrating free-clamped
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beams was computed to be 16 KC. These facts lead the author to suspect

that the observed oscillations were caused by the wire acting like a

strain gauge when the needles vibrated (Figure 50). There is ample

opportunity for excitation of such vibrations since not only is the

airflow oscillating, but severe vibration of the whole test rig occurs

due to the operation of the siren wheel drive system.

Vibrations in this direction
cause wire to act like a

strain guage

FIGURE 50

There is, of course, no conclusive proof that such strain gauge effects

in fact do cause the oscillations observed on the hot-wire amplifier

output; but nevertheless, the slack wires seemed to almost entirely

eliminate the oscillation problems and were used for all measurements

described herein.

4.7 Electrical Details of Hot-Wire System

The hot-vire amplifier is a Thermo-Systems, Inc., Model

1000A constant temperature unit. The basic circuit of the amplifier is

sketched in Figure 51. A stabilized differential voltage amplifier of
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gain,-. 1000 (Amp. 1, Figure 51) and a current amplifier of gain ".93

(Amp. 2, Figure 51) are used in the feedback path. Ideally, such a

system should be stable no matter how high the gain, but in practice

unavoidable phase shifts in the bridge and amplifiers can cause

instabilities at high gains.

FIGURE 51

Phase shifts in the bridge circuit are kept to acceptably low values

by (1) compensating for inductance and capacitance introduced by the

cable leading to the hot-wire probe (in series with R, Figure 51) by

another cable inserted in series with R3 and (2) by providing variable

capacitors in parallel with R1 and R2 which my be adjusted to reduce

phase shifts to a minimum. The destabilizing effects of phase shifts

in the bridge circuit and amplifiers my also be reduced by adjusting

potentiometer R4 which (with capacitor CI) produces a variable phase

lag between the amplifiers. The effective gain of the feedback amplifier

system my be altered by changing the reference voltage in the differen-

tial amplifier (Amp. 1, Figure 51) so ti~at the bridge normally operates

unbalanced, and hence some fraction of the output voltage of Amp. 2

appears directly on the input of Amp. 1, in addition to those voltages

ca'ised by resistance changes of the hot-wire due to the changing
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current. Depending upon in which direction the bridge Is unbalanced,

the wire current change produced by a given wire resistance change will

be larger or smaller than the corresponding value with the bridge

balanced, and hence, the effective amplifier gain is altered. This

method of controlling the effective gain of the feedback amplifier

Ii system was not used because of the slight bridge unbalance so produced;

rather the differential amplifier reference voltage was adjusted so that

the bridge was balanced as observed on the bridge galvanometer in the

unit. Under oscillating conditions, this mean: that the bridge was

operated at conditions of time average (not instantaneous) balance. In

A operation, the phase shifts of the system were minimized as follows:

resistance R4 was decreased until pronounced ringing appeared on the

hot-wire amplifier output; then the capacitors in parallel with R I and

R 2 were adjusted to minimize the ringing and finally RI was increased

until the ringing just disappeared. R4 was thus adjusted to produce

the smallest possible phase-shift that would eliminate ringing.

The methods of calculating and measuring the wire frequency

response are now briefly discussed. We use simple hot-wire theory,

neglecting end effects and considering small perturbations. Calculations

indicate that taking a typical hot-wire (dia. .00015 in., length ; .040

in.) and typical air conditions (P = 54.7 psia, T = 5300 R) the fraction

of the heat lost out the ends of the wire varies from -. 33 at 5 ft./sec.

to --.!8 at 150 ft./sec. Also, of course, under the experimental

conditions encountered, the fractional velocity fluctuations are not

small. Despite these two facts, the simple frequency response calcula-

tion discussed above shculd give a rough estimate of the frequency
capability of the wire system. The frequency response was calculated at
a velocity of 45 ft./sec., which is near the average velocity in the

duct under steady flow conditions ( --36 ft./iec.). We first calculate

the natural frequency of the wire alone, which would determine the

frequency response of the wire if operated in a constant-current system.

Under the simplifying assumptions made above (no end effects, small

perturbations), the wire behaves a a simple first-order system with a

frequency response as sketched on the next page.
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A 
A

A(R) = amplitude of wire resistance fluctuation
(A

A(h) - amplitude of heat transfer coefficieut fluctuation

W frequency of heat transfer coefficient fluctuation

Wc - critical frequency of wire

The critical frequency is given by

= 4h
We C p D(48)

where h = average heat transfer coefficient of wire

- density of wire

C = specific heat of wire

D = wire diameter

R = wire resistance ratio = average operating

resistance of wire (electrically heated)

divided by resistance of unheated wire.

For the case discussed 
above, f = W,/t=- 576 cps. When the hot-wire

is used in a constant temperature system, (Figure 51), neglecting all

phase shifts (other than those produced by the wire) in the bridge

f1Z
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*circuit and feedback amplifier, considering small perturbations and the

case where the total gain of the feedback amplifier is>> 1, and the

bridge is operated at balance, the wire aiplifier system behaves as a

simple first-order system, but the critical frequency is now much

higher than that of the wire alone when operated in the constant

current system. The ratio of the critical frequency of the wire-amplifier

(constant temperature) system, to that of the wire alone (c',ustant- current

operation) may readily be shown to be:

R

R~ 1 +K ~ ) (49)

where: 6 )c critical frequency of 7-tire-amplifier system

= average value of R, see Figure 51

IR, K - refer to Figure 51

For the Thermo-Systems, Inc. unit used in this work, K = 930

(Figure 51) and RI = 56-l . All our experiments were done with

RI = 1.3, and a value of R for a typical w4re under typical conditions

was 8.51.X . Under these conditions, Rf = 64.9. It should be noted

that the improvement in frequency response is by a considerably smallerIfactor than the electrical gain of the feedback amplifier. This is

partially due to voltage division across the bridge in the ratio

R/(R 1+ R). The critical frequency of the wire-amplifier system was

calculated to be

W c ' = Rf40c = 37,400 cps.

The critical frequency of the wire was measured by applying a 5 v,

1000 cps square wave to the wire through a 10 K resistor as sketched on

the following page. Air conditions were: pressure - 54.7 psia,

temperature 2 5300 R, velocity 36 ft./sec. A typical hot-wire

operated with R' = 1.3, resistance R4 (Figure 51) set to zero (nc

phase shift between the amplifiers) and the bridge balanced was used.

The output of the hot wire system was as sketched also on the following page

!-,
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FIGURE 54

(Figure 56, slight ringing present). (It was noted that the rise time

of the input square wave pulse was muchl smaller than At, so that the

wave shape of Figure 54 is very closely representative of the response

of the hot-wire system to an ideal square wave.) The critical frequency

is estimated as
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The value obtained thus experimentally was 0A ' 23,900 cps, in

moderately good agreement with the theoretically calculated value given

previously. Since the fundamental frequencies of the oscillations in

the airflow studied were 270 and 390 cps, and the hot-wire in general

skoul3 be able to follow frequencies as high as 2-3000 cps with only

Islight phase shifts and amplitude losses, the output of the hot-wire
system should very closely be interp':etable directly in times of a

steady-state calibration curve. There is one situation in which the

hot-wire is unable to follow the variations of the gas velocity. Since,

in our studies, the airflow often reverses, there is a short time period

in each oscillation cycle during which the flow velocity is near zero.

When the velocity is near zero, h in Equation (48) is much smaller than

for the case calculated previously (vel. . 45 ft./sec.) and consequently

(JC is much reduced (we assume here, that the airflow field around the

wire remains quasi-steady; this assumption too, may break down at

v 0). Under there conditions, the wire cannot follow the velocity

fluctuations. The wire output under conditions of reversed flow is

typically as sketched in Figure 55. It ic always observed that Eml and

E , are substantially greater than EO. However, the errors only become

important at velocities less than 5 - 10 ft./sec. and then onil during

a small fraction of the cycle. Since the peak-to-peak velociLy is

typically 100 - 200 ft./sec. the above phenomena should cause negligible

errors in the time average velocity profiles, and will cause substantial

errors in the instantaneous velocity profiles only where the velocity

is 4 10 ft./sec. which is in a very small number of the latter profiles.

We discuss briefly certain aspects of the (steady-flow) wire

calibration procedure. This consists basically of measuring tne current

drawn by the wire under various conditions of air velocity, pressure and

temperature. (In our calibrations, pressure and temperature are held

almost constatt and only the velocity was varied). The wire bridge

circuit. nc," shown in somewhat morc detail is givv in Figure 56.
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E0 - voltage level to te expected for vel. * ( from steady-

state calibration.

The bridgc c-jtout voltage is measureid using a 1000:1 voltage divider and

a hand balanced potentiometer. R is the resistance of the wire itself,

while Rc is thF "sistance of the cable, wire support needles, etc. as

determined by replacing the hot-wire with a piece of no. 22 copper wire

and measuring the resistance of the cable, needles, etc. on a Wheatstone

bridge. R3 in the hot-wire amplifier unit is actually variable (3

decade resistors) and is now so shown. R is used to set the value
3

of R' as follows: the feedback amplifier is removed from the circuit

by breaking at point E, and a low D. C. voltage (too small to heat the

wire significantly) is applied intermittently to the bridge (between points

A and C). The R3 is adjusted uzitil no voltage change is observed at point

F when the D. C. voltage is applied to the bridge. This means that the

bridge is balanced. From the known valued of R1 , R3, R2, and Rc, RW (cold)
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is determined. Then the low D. C. voltage is removed from the

bridge, R3 is set so that at balance 1.3 - R1 (hot)/R (cold)

Rw~ /Rw~ and the feedback loop is closed. rhen, by observing

the bridge unbalance on a galvanometer inserted between B and D, the

reference voltage of the differential amplifier (see pp.103-105) is

adjusted until the bridge is in balance. Under oscillating conditions,

the same procedure is followed; in this case, the bridge is in a time-

average balance only. For the calibration, the voltage across A and C

is measured using the potentiometer, and the wire current (Ii

calculated as

I _Lv~oltage across A C
RI " 1 + R w,h + R c (51)

Slight errors in these methods of resistance and current measurements

were observed as follos. By inserting precision resistors in place

1 :a
'.u~jac~
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of + R and measuring their resistance (point E open, Figure 56) onC

the bridge it was found that the resistance indicated by the bridge

was about .07fl high over the range 4 - 10-Jt (which range included all

hot-wires used). This error was taken account of in all velocity

measurements made. Also the wire current determined from Equation (51)

was found to differ from that computed taking the voltage BC (Figure 50)

measured with a digital voltmeter, and the known value of R + RW,h c
(allowing for the previously discussed error in resistance measurement)

by about .7%. The latter current measurement was considered as correct

('standard') In practice, currents had to be computed from Equation (51);

however these were corrected to the Ljuivalent 'standard' values using

the correction factor .9928 determied from a small number of current

measurements made in both ways.

4.8 Measurement of Parameters cf the Wires

The measurement of the diameter, length, temperature coefficient

of resistance, and thermal conductivity of the wires are now briefly

discussed. These parameters will be used in the wire calibration pro-

cedure (Section 4.9) and in the data reduction (Section 4.12). The

wire length (bare length of wire between the copper coated and tinned

sections) was measured using a microscope of about 30x magnification with

a calibrated reticle in the focal plane of the eye piece. The reticle

was calibrated using a slide mounted lmm scale with least division - .01 mm.

From the reproducibility of the measurement, it was judged to be accurate

to within t 0.5%. The diameter of the wire was measured in exactly

the same way using a magnification of '-!000x, and taking the average of

measurements at 6 - 8 different points along the wire length. The

nominal wire diameter was .00015 in. Taking the wavelength of white

light as ^, 5500 R "w .0000216 in., we see that the wire has a diameter

of - 7 wavelengths. Hence, it would be expected and is observed that

the wire would appear considerably blurred under the microscope. On

account of this, the above measurement is relatively inaccurate and

estimated error limits are ± 4%. It was noted that the wires tended to

be somewhat thicker than the nominal size, one wire for example being

measured as .00016 ..000006 in. in diameter. R
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The temperature coefficient of resistance of the wire was

determined by measuring the resistances of the wire plus support

needles plus cable etc., under the following two sets of conditions.

The probe assembly [Figure 48, (c) and (d)] was immersed successively

in Dewar flasks filled with ethyl alcohol at two different temperatures,

room temperature and near the boiling point (,1700 F). The

alcohol temperatures in the two cases were measured using mercury

thermometers. These resistances were measured using the bridge of the

hot-wire amplifier unit, allowing for the error of this bridge described

in Section 4.7. Allowance was made, of course, for the cable resistance,

the resistance of the stainless steel needles supporting the wire and

the resistance of the copper wires joining the stainless steel needles

to the BNC connector, (see Section 4.6). The resistances of the cable

and the copper wires were essential identical for the measurements at

both temperatures, but the resistance of the stainless steel needles

was somewhat different at the two temperatures. A separate test,

likewise in alcohol baths at two temperatures, with the hot-wire

replaced by a piece of no. 22 copper wire, allowed the resistance and

temperature coefficient of resistance of the needles to be determined.

This made it possible to allow properly for the effect of the needles in

the measurement of the temperature coefficient of resistance of the hot-

wire. A list of the temperature coefficients of various wires measured

as described above is given in Table 16. The reference temperature for

the coefficients is 680 F. The wires are identified by the date they

were mounted on the probe. In two cases, the coefficient of the same

wire was determined twice. Three facts may be noted from Table 16.

One is the fact that the coefficients are very different from the

handbook valuu of .0025 ( R)'l for tungsten. Secondly, the coefficients

vary as much as 107. from wire to wire. Finally, in the cases where

there are two determinations of the temperature coefficient of one

wire, the two reoults agree within 2%. From the last point, we estimate

the error in determining the temperature coefficient as ! 1%. The

thermal conductivity of the wire is estimated using data from the wire

calibration as discussed in Section 4.9.
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TABLE 16

WIRE CALIBRATION TEMPERATURE
DATE COEFFICIENT

OF RESISTANCE

(OR)-1

15 Jul. '66 same .001805

10 Aug. '66 same .002042

14 Sept.'66 same .002040

31 Jan. '67 same .001963

31 Jan. '67 25 Apr. '67 .001926

2 May '67 same .00i981

2 May '67 8 May '67 .002004

4.9 Calibration of the Hot-Wire

Calibrations are made in the same apparatus used for all the

velocity profile measurements. (The apparatus is as sketched in Figure 31,

with the steam-heated test section replaced by the hot-wire test section

shown in Figure 44. The wires are calibrated at 19 points over the

range of velocit.1s 0 - 180 ft./sec. The gas pressures and temperatures

are 40 psig, and 70° F, respectively. We first outline the method

of determining the gas velocity at the various calibration points.

Calibrations were taken with the hot-wire located al the center of the

duct, and with the travelling test section (Figure 44) mounting the hot-

wire in the extreme downstream position, so that the hot-wire is located

about 49 diameters from the inlet of the duct. In order to cover the

range of mass flows required, four different calibrated sonic orifices

are used (see Figure 31), of diameters .0465, .1023, .200 and .292 in.

(The .200 in. orifice is used in all test runs under oscillating and

steady flow conditions.) The range of the variable area orifice

(Figure 31) just upstream of the siren wheel, is insufficient to

accomodate the necessary mass flows at a duct pressure of 40 psig.
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Hence, about a foot upstream of the siren wheel, there is a fitting on

the duct to which a piping network leading to three hand valves can be

attached for calibration purposes. (This fitting is simply plugged

when tests are being run.) The largest of these valvea together with

the variable area orifice, can pass sufficient mass flow at a duct

pressure of 40 psig, to allow the air velocity at the wire of -'180 ft./sec.

to be achieved. For the very low velocities, also, the range of the

variable area nozzle is insufficient. In this case, a plate sealing on a

sheet of rubber is used to block off the variable area orifice and the

largest of the three hand valves is closed; under these conditions, the

two smaller hand valves can be adjusted to pass the necessary mass flow

at 40 psig duct pressure. For calibration, a list has been made up

giving for each of 19 nominal air velocities at the wire, the orifice to

be used and the pressure required on the upstream side of the orifice.

To set the gas flow for a particular calibration point, the proper

orifice is installed, the pressure on the upstream side of the orifice

is brought to the proper value using the 0 - 500 psig pressure regulator

(Figure 31), and finally the duct pressure is set to 40 psig using the

variable area orifice (Figure 31) or the valves discussed above.

Conditions are allowed to stabilize for 2 - 10 minutes, and than the

following airflow measurements are taken (together with various hot-wire

measurements, which will be discussed later).

1. Static pressure just upstream of calibrated sonic orifice -

pressure tap 'E', Figure 31

2. Air temperature just upstream of calibrated sonic orifice -

thermocoupve 'C' Figure 31

3. Static pressure in duct - pressure tap 'F', Figure 31

4. Air temperature in duct - thermocouple 'H', Figure 31

From measurements (1) and (2) and the orifice coefficient, the mass

flow can be determined. From measurements (3) and (4) the air density

in the duct is computed. From the mass flow, the density of air in the

duct and the duct area, the mean air velocity in the duct is computed.

To check the ratio of the mean air velocity in the duct to the velocity

at the duct centerline (the location of the hot-wire), a pitot probe,

described below, was used. A photograph of the pitot probe, together

r
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with the assembled hot-wire probe (see Figure 48, pieces c, d, and e are

now put together) is shown in Figure 57. The smallest section of tube

making up the probe tip is .021 in. 0. D. by .005 in. wall, and the

length of the section of the tip parallel to the flow is - .300 in.

The pitot probe was designed to be similar to the hot-wire probe and

was used through the same hole in the brass block and with the same

traversing mechanism (Figure 46). The similarity between the probes is

apparent from Figure 57. From the pitot probe and from a static hole in

the brass block essentially in the same plane as the pitot tube entrance,

lines were run to either of two oil manometers, depending on the velocity

range being studied. The two manometers were a 36 in. vertical manometer

and an 18 in. inclined manometer with a ratio of 7.2 to 1. The oil

used was Dow Coming '200' Fluid, the specific gravity of which was

measured, using a hydrometer, as .937. A first attempt to use colored

water as the fluid led to the observation that with water, if the

manometer fluid was displaced, and then allowed to seek its own level

under conditions of zero differential pressure, pressure differences of
as much as 1 (inclined) --- in./H 20] would be indicated.

Under similar conditions using the oil, the manometer returned to zero

to within .02 in./oil (inclined). A number of determinations of the

ratio of V (average air velocity) to vm (air velocity at duct center-line)

were made using the calibrated sonic orifice (see Figure 31) to determine

v as outlined earlier in this section and the pitot tube to determine

v m The Reynolds number range covered was about 3 x 104 -w 4.5 x 105

(corresponding to a ; range of 11 - 162 ft./sec.). Below Re%= 5 x 104

the (inclined) manometer deflections were too small to allow accurate

values of ;/vm to be measured. In the range Re = 5 x 10 - 4.5 x 105,

the curve of Wv vs. Re experimentally obtained ran about 11. higher than

that given in McAdams, (Reference 25) p. 155. In the range mentioned

above, the curve obtained experimentally was used for all calculations.
4

For the range Re < 5 x 10 , the experimentally obtained curve was

faired into McAdams' curve, and the resulting curve used for calculations.

Using the Wv m curves obtained as described above, the air velocity at the

hot-wire (v ) was computed from the value of 7 known from the mass flow
measurement.
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Since there was some variation of gas temperature and pressure

among the various calibrations points, it was decided to reduce all points

to a standard temperature and pressure. To do this use is made of the

following experimental correlation between Nusselt number end Reynolds

number for hot-wires, obtained by Collis and Williams (Reference 26).

h 1D 17 4
K 17 [2 4 + i.D5j (52)

where:

D = wire diameter

hI  M heat transfer coefficient at wire surface

TE  = free stream temperature
T F  = film temperature = 1/2 (free stream temperature

+ wire te+erature)
v = air velocity

= air viscosity *

KF = air thermal conductivityj

eF = air density

*evaluated at film conditions (TF and the free stream

static pressure near the wire).

It can readily be shown (Reference 27, pp. 7-11) that, for a given

hot-wire, operated at fixed resistance ratio (R') the wire current I

depends only on h1 . Hence, a calibration point taken at given values of

pressure and temperature can be reduced to an equivalent hypothetical

calibration point at the standard pressure and temperature merely by

requiring that the values of hI in the two cases be the same. This

yields (using subscript C to denote standard conditions, and S to

denote the conditions under which the measurement was actually made):

hic = his (j3)
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KFC .1- 24 +.56 FCVCD)

ITFS\) .17 [2 + 6 4 v 45]

KFS T .21 5 (54)

Using the values of vC obtained from Equation (54" (using a computer

program) the calibration curve under the hypothetical standard conditions

was corstructed. Two points should be noted here. According to

Reference 26, for PFvD > 44, Equation (52) no longer applies

and should be replaced by the equation:

h 1D T~ F ). 17 ()F vD\ * 5(5KF YE X .48 - (55)

In some cases, the highest calibration point taken had

In these cases, the transformation of the calibration point to standard

conditions was done in a similar manner to that d,scribed above, but

now using Equation (55). Since VFvD/#.F was fairly close to 44

in these cases, the difference caused by using Equation (55) instead of

Equation (52) to compute the calibration point at standard conditions

was quite small. For the point taken at zeio velocity, the test rig

was at atmospheric pressure instead of 40 psig. However, in one case,

the wire was inaerted into a special closed chamber waich could be

maintained at either 0 or 40 psig. For those two pressures, 3nd at the

same gas temperature, it was found that the wire current drawn at 40 psig
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was e.1.018 that drawn at 0 psig. In all subsequent wire calibraticns

in the test rig at zero velocity, this factor was used to convert the

current measured at 0 psig to that expected at 40 psig. For the zero

velocity calibration point, no attempt was made to correct for the

difference of the gas temperature at which the point was taken from the

standard conditions; rather the point was used directly on the calibration

curve (after the above mentioned transformation from 0 to 40 psig was

made). Slight errors in the calibration curve at standard conditions

caused by this fact should be of little importance, especially since the

wire never indicated velocities less than .5 ft./sec. under oscillating

conditions (see Section 4.7, Figure 55, p. 109 ). The difference of the

actual air conditions at the calibration points from the standard

conditions were less than .2 psi and 20 F for almost all points.

The calibration curve was constructed as a plot of air

velocity versus wire current at the standard values of free stream

pressure (Pc) free stream temperature (TEC), and wire resistance ratio

(R'). The wire current was measured as discussed at the end of Section

4.7.

We now discuss the determination of the thermal conductivity

of the wire and certain related points. To do this, we used the

previously mentioned relation between hl, I and R' obtained from

Reference 27. This is given below.

(R' - 1) 1L I - L tanh (56)
P 2 % 2)

p 2 'r Dh IL
-f -l (57)

I2v( R

02 L 1 2 ( R0
Q2 o

Ka (58)
W

7rD 
2

= -- (59)

At4
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where I = wire current

L = wire length

= temperature coefficient of resistance of
wirk, at 680F

R = resisa'ance of wire at 680F0

K = thermal conductivity of wirew

other symbols have been defined previously: all
symbols are in the nomenclature.

For each calibration point (excepting the zero velocity point), from the

airflow conditions (pressure, temperature and velocity) and the resistance

ratio, R'(used to determine the wire temperature and from this the film

temperature) a value of h is calculated from Equation (52) [or Equation

(55) if ?FvD/4 F > 44] using a computer. We call this value of hl, hlF"

Also for each calibration point, as Jescribed at the end of Section 4.7,

the cold resistance of the wire (R wc) and the current drawn by the wire (I)

when operated at a set resistance ratio (R') are known. From the known

values of o and Rw,c, Ro may be calculated. Hence, in Equations (56)

(59) R', I and R are known. From the measurements of the wire parameters0

(Section 4.8), D, L and o in Eqiations (56) - (59) are known. Hence, for

each calibration point a value of h1 may be computed from Equations (56) -

(59) if a value of Kw  is assumed. This value of h1  is called h lw' and is

again calculated on a computer. For the determination of K , we proceed asw

follows: h is calculated for all calibration points. Then assuming
1F

successive values of K w, for each Kw value, values of h lw are computed for all

calibration points. Then, for all calibration points the fractional error

E (hlwhl)/hl is computed for all values of Kw . The values of E I
FFhl1I

plotted versus air velocity with Kw as a parameter for the 31 January 1567 wire

are shown in Figure 58. The values of Kw used were 50, 60, 70 and 75 BTU/ft-hr
0w

OR. (Only 13 points were taken in this calibration.) At first we ignore the

points plotted thus: C . We see that the curve indicated by the points has

the best shape (that is, is closest to being parallel to the EFh I = 0 line) for

K - 75 BTU/ft-hr OR. The handbook value for the thermal conductivity of tungsten

at "' 1500F (a typical value for the average of the free stream and wire tem-

peratures) is - 93 BTU/ft-hr OR. The difference may be due to cold-working in

the wire drawing process. From Figure 58, it can be seen that even when

Kw is chosen to yield the best shape (Kw 75 BTU/ft-hr OR)
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there is residual roughly constant value of EFh I at all velocities of

-.045. In three other wire calibration, thi- residual value was

~.02, -. 00 and- .,09. These residual errors may be due to errors

in the measured values of ot , L and D (see Section 4.8), especially

the last, since as pointed out in Section 4.8, the estimated errors

limits in the measurement of D are t 4%. In order to bring the
values of hlF and h into closer agreement, it was decided to arbitrarily I
change the value of the wire length from the measured value until the

best agreement was obtained. This is a pure 'fudge'. By choosing K w  75wJ
BTU/ft. hr. OR and L' = 1.053L (L' = 'fudged' value of L), the set of

points marked 0 in Figure 58 is obtained. Here the absolute value of

FhI is less than .017 for all points and less than .009 for all but

three points. By substituting these values of L and K into EquationsW
(56) - (59) along with the measured values of oL and D, we have an

approximate relationship among R', h, and I for the given wire. This

relationship is quite closely but not exactly (due to the 'fudging') based

upon the true theoretical analysis. This relationship is used in the

data reduction as described in Section 4.11.

4.10 Taking of Data

Velocity profiles were taken approximately under the conditions

of Figure 42, Section 3.5. That is, oscillations at the 9th harmonic and

with U A/U P 2.4 (roughly the maximum amplitude of oscillation which the
test rig could produce). Profiles were taken at or very close to:

1. a velocity antinode

2. '8 downstream of a velocity antinode

3. a velocity node

4. A/8 downstream of a velocity node

Each profile consisted of measurements taken at the following distances

from the duct wall (in inches).

.001 .007 .05 .3

.0015 .01 .07 .4

.002 .014 .1 .5

.003 .02 .15 .6

.005 .032 .2 .73 (center-line)
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We now describe how the data from the wall mounted Kistler pressure

transducer (see Sections 4.1, 4.2 and 4.4) a..J the hot-wize, for a

particular set of x - and y - positions of the hot-wire are recorded.

(The details of the complete run procedure are given later.) The

output of the Kistler charge amplifier (see Section 4.4) and the hot-

wire amplifier (see Section 4.7) are fed to a Tektronix Model 551 dual

beam oscilloscope. We assume that the desired oscillating conditions have

been set, and that the wire is operating at the proper value of R' (feed-

back loop closed). The two oscilloscope traces are recorded on type 47

Polaroid 3000 speed iilm. Since there was considerable variation

of the traces from cycle to cycle, an 'ensemble-averaged' cycle was

obtained by'synching'the 'scope on one of the two traces (whichever was

more convenient), letting the 'scope free-run (instead of using single

sweep) and opening the camera shutter for five seconds. (The averaging

procedure will be discussed in more detail in Section 4.12.) Under the

synched conditions about 1 1/2 cycles were visible on the 'scope face.

The ensemble average obtained included every second cycle over a period

of five seconds. The gains of both 'scope channels were set (after at

least one hour's warm-up time) using the 1000 cycle square wave

calibration signal from the scope, which was itself checked against the

Ballantine Model 320 S/5 rms meter. To minimize parallax errors,

when the above gain settings were made, the 'scope face was viewed from

roughly the position of the camera lens, when the latter was in place.

It was observed that the gain figures fell of slightly (" -3%) for

the top and bottom-most centimeters of the 6-cm high 'scope graticle,

but the cignals were positioned to minimize errors due to this fact.

Th, data was read off the pictures by superimposing on the picture a

10 )x 6 cm graticle with lines every .2 cm , which matched the

photographed image of the'scope screen graticle. The data reading

is discussed in Section 4.11. In general, because of slight differences

in the position of the 'scope camera for every run, the data reduction

graticle did not automatically match the photographed image of the

'scope graticle. Hence, before every run, the 'scope camera position was

adjusted until the above match was achieved. After this adjustment was
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made, photographs were taken of the two square wave calibration signals

mentioned above; this is the final check that, say, 100 mv on the 'Scope

input corresponds to 2 cm on the data-reduction graticle. (The 'scope

gain settings always used were 500 mv/cm for the hot-wire signal and 50

mv/cm for the Kistler pressure transducer signal.) The camera was

always set at 5 sec exposure and f/ll; brightness of the photographed

image of the trace was adjusted using the 'scope beam intensity control.

To record the data, the camera shutter was opened for 5 sec, recording

the (properly synched) traces of the Kistler transducer and hot-wire

under oscillation conditions. Then a switch was thrown, removing the

oscillation signals, and providing D. C. reference voltages on the two

'scope inputs. Finally, the camera shutter was opened for another 5 sec

thus photographing the D. C. reference voltage traces superimposed on

the oscillation traces. The switching circuit used to supply the

reference voltages is sketched (somewhat simplified) in Figure 59.

The oscilloscope channel taking the Kistler pressure transducer signal

is A. C. coupled, and when S is in the reference v ltage position
1

(position 2), the input to this channel is merely shorted, providing

a zero input trace on the photograph. The oscilloscope channel taking

the hot-wire signal is D. C. coupled and when S is in the reference

voltage position, a k,own D. C. voltage ( ̂ -2.7 V) is applied to the

'scope input, thus providing a way to determine the D. C. voltage level

of the hot-wire signal. The hot-wire reference voltage is measured

before and after the test run using the voltage divider shown in

Figure 59 and i hand balanced potentiometer. Mercury batteries are

used fcr B1 (Figure 59), and the voltage change during a 2 hr run is

typically -.002 volts. The I megohm resistor connected to Si, sections

2 and 3, keeps the load on the battery the same whether S is in the

1 or 2 position, since the input impedance of the 'scope is I megohm.

Hence, the battery voltage measured on the potentiometer (S1 in the 1

position) should be the same as that presented to the 'scope when the

reference voltage traces are being taken (SI in the 2 position). We

now discuss checks made on the drift of the 'scope amplifiers between

the times of the photographing of the oscillation traces and the
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reference voltage traces. For this test on the A 'scope channel, the

circuit sketched below was used (Figure 60). The audio oscillator

frequency and amplitude were adjusted so that the combined output of

[ the oscillator and battery was quite similar to the output of the hot-wire

amplifier under oscillating flow conditions. Photographs were taken

as described previously for an actual test run, with the oscillation

signal being simulated by placing S1 (Figure 60) in the 1 position,

and the reference voltage signal simulated by placing SI in the 2 position.

On the four photographs taken for this test, it was observed that the

FIGURE 60
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'reference voltage' trace was centered on the loscillation trace (sine

wave) perfectly, as far as could be determined using the deflection

measuring technique that was employed to read actual data (see Section

4.11). Hence, errors due to 'scope amplifier drift in the 5 - 10 sec be-

tween the two exposures appear to be negligible. The same type of test

was made on 'scope channel B (in this case, the battery B1 , Figure 60,

was eliminated and points A and B connected together directly) with

the same results,

We now briefly outline the run procedure. A run involves one

axial setting of the hot-wire (x - position) and a traverse through all

20 radial positions of the hot-wire listed on p.123. The first step

in the run procedure is to set the gap between the siren wheel and the

downstream surface of the variable area nozzle assembly (see Figure 31).

In the steam runs, this was adjusted after the airflow and oscillations

were established to produce a desired strength of oscillation. For

the velocity profile tests, all runs were made at the minimum gap

(maximum streiigth of oscillation) setting of .019 in. The closest radial

(y-) position of the hot-wire to the wall is then set using the

microscope (see Section 4.5). The test section is then set in the

desired axial (x-) position (see Section 4.2). The following electrical

gear is then turned on:

1. Video Instruments power supply, Dana amplifier and

Ballantine rms meter, - this gear is associated with

the Dynisco pressure transducer system, (Section 4.3).

2. Kistler charge amplifier - this piece of equipment is

associated with the Kistler pressure transducer system,

(Section 4.4).

3. Thermo-Systems hot-wire amplifier and Tektronix

oscilloscope - gear used with hot-wire probe (Sections

4.7 and 4.10).

Also the following gear is used: a hand balanced potentiometer to

read thermocouples and an oscilloscope camera for taking the photographs.

Then the thermostatically controlled water bath (Section 3.1, Figure 31)

which regulates the temperature of the air supplied to the regulator is
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turned on and the desired mass flow and duct pressure set (Sections

3.1 and 3.3). At this point, there is a wait of about one hour to allow

the electrical equipment to warm up, and to allow the water bath and

airflow to come to thermal equilibrium. The next step is the setting

of the 'scope amplifier gains and camera position as discussed earlier

in this section. Then the siren wheel is turned on, the average duct

pressure returned to 40 psig and the siren speed set to resonance as

described in Section 3.3. The hot-wire reference voltage is then

measured using the potentiometer (this is described earlier in this

section). The distance of the hot-wire from the wall is checked on the
dial guage (Section 4.5) and noted down. This step is not done, of
course, for those points farther from the wall than .150 in. (when the

dial guage is disconnected as described in Section 4.5). We now begin

the series of operations which are repeated 20 times [once for each

radial (y-) position] during the course of the run. The hot-wire is

brought into operation using the procedure described at the end of

Section 4.7 (for calibration purposes, in that section), and the

measured value of R + R and the set value of R + R recorded.w,C c w,h c

Next the photograph is taken as described earlier in this section. After

the photograph is taken, the hot-wire amplifier system is returned to a
'standby' mode by opening the feedback loop (Section 4.7), for safety

purposes. At this point the air temperatures on the upstream side of the

calibrated sonic orifice and in the duct are measured using the potentio-

meter and recorded (TC'S C and H, Figure 31). Also, the average

duct pressure and the pressure on the upstream side of the calibrated

orifice are noted on bourdon-tube gauges at the control panel and recorded

(pressure taps F and E, Figure 31). The time and the rms voltage output

of the Dynisco pressure transducer - Dana amplifier system (Section 4.3)

are noted down. The latter is observed on the Ballantine rms meter. AsIin the case of the steam heat transfer runs, throughout the run, the

mass flow (determined by the pressure reading on the upstream side of

the calibrated orifice), the average duct pressure and the rms amplitude

of the oscillation as measured by the Dynisco pressure transducer system

are kept as constant as possible. After the above measurements are

taken, the y- position of the hot-wire is rechecked on the dial guage

and again recorded. Then the hot-wire is moved to the next desired

: . . . . . . . . . . . . . . . . . . . . . .
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position, and the corresponding dial guage reading also noted down. For

y- positions greater than .150 in., when the dial guage is not used

(Section 4.5) and the y- position is determined by counting the turns

on gear 'A' (Figure 46), the tunis count on thi gear is set at the

required value before each picture is taken and is checked afterwards.

This procedure takes the place of reading the dial guage for these

cases. After the hot-wi::e is set to the next desired position the

procedure described above is repeated. After all twenty y- positions

have been surveyed, the hot-wire reference voltage is checked and recorded

again using the potentiometer, and the airflow, siren, water bath and

electrical gear are turned off in that order.

4.11 Reading of Data off Photograph

A typical oscilloscope photograph is shown in Figure 61. Time

runs from left to right, the hot-wire amplifier output trace is at the

top and the Kistler amplifier output trace is at the bottom. Hot wire

voltages greater than the reference voltage appear below the hot-wire

reference voltage trace while positive pressure fluctuations appear above

the pressure reference voltage trace. The 'scope graticle appears

faintly in the background, The vertical lines are scribed on the film

with a knife and will be discussed below. The graticle and cross lines

used to read off the data are shown in Figures 62 and 63. the vertical

lines scribed on the film are located to pass through some sharp feature

of the hot-wire trace and are scribed one cycle apart as nearly as

possible. These lines are drawn perpendicular to the hot-wire reference

voltage trace. The photograph is then taped to the surface of a desk.

The graticle is positioned on top of the photograph so that one of its

heavy horizontal lines (every fifth line, in both directions is cut

heavier) lies on top of the hot-wire reference voltage trace, and one of

its heavy vertical lines corresponds to the left hand vertical line

scribed on the photograph. Weights are placed on the graticle to keep it

in position. During the above alignment procedure and the following data

taking procedure, the photograph is illuminated with red light, and the

graticle lines with yellow light to allow the latter to readily be
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distinguished. At every vertical graticle line between and including

the lines scribed on the photograph, the mean deflection of the hot-wire

oscillation trace from reference voltage trace is estimated as sketched

below (Figure 64). The horizontal cross line (dotted in Figure 64) is

adjusted until it appears to bisect the oscillation trace (which is

fairly broad, due to the averaging technique used, as discussed in

Section 4.10). Then the deflection is read out and recorded.
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By comparing the results of reading out the data from the same picture

twice (readings completely independent of each other), the error in

this method of read-out was estimated to be less than ± .02 cm for

most of the trace. At a few points in the cycle, the error could be some-

what larger, but these points were always at a low absolute gas velocities

so that the error so produced was unimportant. Usually about 40 points

were taken over the period of one cycle. The last data point read off

the trace came at the location of the right hand line scribed on the

film rather than at a graticle line. Thus the last interval between

points read off the trace is smaller than all the preceding (equal)

intervals. The fractional size of this interval was noted down. After
the reading out of points was completed for the hot-wire trace, the
graticle was shifted until one of its heavy horizontal lines lay on

top of the Kistler reference voltage trace, and one of its heavy

vertical lines lay on top of the left hand scribed line as before. Then

the same read-out procedure was followed for the Kistler trace. The

method of recording the data is shown in Figure 65. The data given is

for the picture shown in Figure 61. The column headed DHW gives the

deflections of the hot-wire oscillation trace from the reference voltage

trace in cm. The column headed DK gives the same data for the Kistler

trace. The sweep number is the identification number of of the picture,

ZN is the total number of deflections read off the hot-wire trace and

ZM is the fractional size of the interval between the last two points

read off the hot-wire trace as discussed above. The column headed ZJ

indicates whether, in the opinion of the person reading the data off thi

hot-wire trace, the flow velocity is in the forward (ZJ - +1) or

reverse (ZJ - -1) direction, at the point in question. This data

reading procedure was usually done by two men, one using the graticle

and cross lines to read and call out the trace deflections, and the

other writing down these values. To read the data off one picture took

' '. 1/4 hour, thus to complete reading for one run (20 pictures) re-

quired, 20 x 1/4 = 5 hours.
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PRINCETON UNIVERSITY

Department of Aerospace and Mechanical Sciences
Guggenheim Laboratories for the Aerospace Propulsion Sciences

Form No. G-1 Date:

DATA SHEET FIGURE 65 By:

Research Number

DK DHW ZJ

CM CM

SWEEP 2520

ZN - 38

uM - 0.2

- .46 - .46 +1

-.34 - .42 - 1
- .24 .24 __ _ _ _ _ _ _ _ _ _ _ _

- .12 .18

.0 .28 .

.10 - .04

.18 .30

.34 - .28 ___ ____

.44 - .02

.52 .16

.58 - .18

.54 - .42

.58 - .98 + I

.52 - .38

.42 .0

____

. . . . ..__ _ _ _ _ _ _ _ _ _ _ _ -__ _ _ . . . ._ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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4.12 Reduction of Data

To start the data reduction procedure we construct an approximate

relation between v, I, R', TE, and PE (free stream gas pressure) for the

hot-wire of interest using material presented in Section 4.9. The experi-

mental correlation given by Collis and Williams (Reference 26), [Equation

(52)], provides a relation between hi, TE, PE' v and R' for a given wire.

(R' is needed to determine the wire temperature, Tw; fron Tw and TEl TF

is determined and thence, AF' KF and PF) . The theoretical relationship,

Equations (56) - (59), slightly modified as described in last part of

Section 4.9, is used to relate h,, I and R' for the given wire. Combining

these two sets of equations to eliminate hl, we obtain an approximate re-

lation between TE, PE' v, R' and I for the wire in question. We note at this

point that almost all the calculations described herein are done on a com-

puter program. We consider the calculation of the flow velocity at one

point in the cycle, i.e. at one of the points read off the hot-wire trace as

described in Section 4.11. From the noted value of tae deflections of the

hot-wire oscillation trace from the reference voltage trace (as in Figure 65)

and the known value of the 'scope gain, the difference of the instantaneous

hot-wire amplifier output voltage from the reference voltage can be obtained.

Adding to this the value of the hot-wire reference voltage obtained as de-

scribed in Section 4.10 gives the absolute instantaneous value of the hot-

wire amplifier output voltage. From the recorded value of R + R (Section
W31h c

4.10) using the correction procedure described at the end of Section 4.7,

the wire current, I, is computed. From the deflection of the Kistler

oscillation trace :rom the Kistler reference voltage trace (at the same

time as the hot-wire deflection used above,of course), the gain of the 'scope

and the sensitivity of Kistler transducer-charge amplifier system (Seccion

4.4), the differetce of the instantane)us duct pressure from the average duct

pressure can be obtained. Adding this to the recorded value of the mean duct

pressure (taken as discussed in Section 4.10) gives the instantaneous free-

stream gas pressure in the duct (PE). From the known values of the instanta-

neous duct pressure, the time-average duct pressure, the time-average gas

temperature in the duct (also taken as discussed in Section 4.!0))and

the isentropic relationship, the gas temperature in the duct at the

instant of interest is calculated (TE). From the recorded value

of R + R (Section 4.10) the hot resistance of the wire
w ,h c
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was calculated allowing for the errors in the hot-wire amplifier bridge

discussed in Section 4.7. Similarly, from the recorded value of R + R

the cold resistance of the wire was calculated. Then from the cold resis-

tance of the wire (which is the resistance of the wire at the average gas

temperature in the duct), the average gas temperature in the du'L, TE I

and the wire temperature coefficient of resistance (o) , the resistance

of the wire at temperature TE Is calculated. The resistance ratio (R')

is then calculated as the ratio of the hot resistance of the wire, to the

wire resistance at temperature TE . Now, in the above-mentioned approximate

relationship among TE , PE v , R' and I , we can compute v . This value

of v we designate as v2 . Next, we use this approximate relationship,

the value of I as determined above, and the values of TE , PE and R'

appropriate for the standard calibration curve (see Section 4.9) to compute

another value of velocity, v . v1  is the velocity necessary to produce

the observed wire current, I , if the wire were operated with the standard

(calibration) values of TE P E and R' and the approximate relationships

between TE , PE , v , R' and I were strictly time. Finally a value of

v , is interpolated directly from the standard calibration curve (the actual

calibration points) of v versus I at the standard values of TE , PE

and R' (as produced in Section 4.9). This value of v , we call v5 .

The value actually taken for the gas velocity is

(v2)
v4 (ZJ) v5 (60)

where ZJ = +1 or -1 ac':ording as the flow is in the forward or reverse

direction, respectively, (see Section 4.11). The philosophy behind the

calculation of Equation (60) will be discussed referring to Figure 66.

Lie consider the approximate relationship v = f(I, R', TE and P E) discussed

previously. To reduce the problem to one which can be visualized in three

dimensions, we consider TE and PE to be constants throughout the

following discussion and hence we deal with a relationship of the form

v = f(I, RI). In rigure 66, the surface v = f(I, R') is surface ABCD.

We also picture in Figure 66 the exact relationship (unknown) between

!D
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v, I, R' [v - g(I, R')] as surface EFGH. The line of intersuction of

v - g(I, R') and the plane R' - R' (the value of R' at which thecal

calibration curve was taken) is known to within experimental error from

the calibration procedure. This curve is curve HI in Figure 66. Let

us consider a measurement yielding values of R' and I, R'1 and I

respectively (R'I  Y R' cal Now, the v value corresponding to the

measured values R' and I as computed by the approximate relation11

v = f(I, R') would be the co-ordinate vK (Figure 66). (This corresponds

to v2 mentioned earlier.) The v value corresponding to the measured

value II , and the calibration standard value R' cal' is the co-ordinate

v. (corresponds to v). The v value taken directly from the calibration

curve (for the measured value, Ii; the calibration being done at R =

R'cal) is co-ordinate vL (corresponds to vY). The true value of the

velocity at the measured conditions, R'I and I is vj. Now vK and

vM are calculated from the known form of the approximate relation

v = f(I, R') (surface ABCD) and vL is taken from the known calibration
curve (line HI), Assuming that the two surfaces, ABCD and EFGH are

quite smooth and lie quite close to each other, we may estimate vj as

= vKvj VL K (61)
vM

This, of course, exactly corresponds (except for the sign of ZJ) to

Equation (60). (Note: from this point on, we allow PE and TE to vary

again.) In actual fact, the surfaces corresponding to ABCD and EFGH

would be the four dimensional surfaces v = f(I, R', TE' P and

v = g(I, R',T, E ) (in a five dimen-ional space) but the same method

of computation of vj (or v4) applies. The fact that the two dimensional

sections of the four dimensional surfaces v = f(I, R', TE, PE) and

v = g(I, R', T, P ) taken at R' = R' T T and P P
EP E ca'E E, cal E E , cal

corresponding to lines I and NP in Figure 66) lie quite close to each

other is shown by the following list of vI (corresponds to v.) and

v5 (corresponds to vL/ values as computed for picture 2620.

These values represent pairs of v co-ordinates taken along
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the sections of v - f(I, R', TE, P E and v g(I, R', TE l PE) at various

I values.

POINT v1 v5  POINT v1 v5

1 5.19 5.11 21 96.55 96.14

2 16.05 15.70 22 100.86 100.41

3 33.67 33.55 23 108.36 109.04

4 49.36 49.26 24 114.66 116.30

5 58.47 58.31 25 122.91 125.90

6 68.78 68.78 26 137.03 141.85

7 72.12 72.18 27 144.53 150.10

8 68.78 68.78 28 146.45 152.16

9 64.51 64.37 29 146.45 152.16

10 42.86 42.91 30 142.62 148.04

11 28.21 27.58 31 131.60 135.79

12 18.43 17.80 32 100.86 100.41

13 6.48 6.44 33 59.45 59.32

14 18.43 17.80 34 44.42 44.44

15 29.37 28.90 35 20.15 19.51

16 46.02 45.96 36 33.03 32.85

17 56,56 56.29 37 5.72 5.68

18 69.88 69.91

19 77.96 77.96

20 84.45 84.04

Picture 2020 (v. and v5 in ft/sec)

The largest fractional deviation of vI from v5 isr-j4% at the highest

velocities. The amount of disagreement of v1 and v5 above, of course,

a reflection of the values of EhI presented in Figure 58 (Section 4.9)

for the curve marked S (Note here, that the data for v1 and v5 given

above is not for the same hot-wire as the data given in Figure 58.)
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For each point read off the hot-wire trace as described in

Section 4.11, the air velocity (v4 ) is calculated as described above. For

each photograph, all of these v4 values (about 40) are printed out on the

computer output. Also, for each photograph an average air velocity over

the cycle is computed as

vs -
(62)IV

and printed out in the computer ,utput. The peak-to-peak velocity for

each photograph is computed merely by hand scanning the computer output

for the greatest and least values of v4 , and subtracting these numbers.

Two important points with reference to the averaging procedures

used to compute the air velocities must now be discussed. The form of

the wire calibration curve (obtained as discussed in Section 4.9) is

sketched below (Figure 67).
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Now, estimating the center of the hot-wre amplifier out 'scope trace

photograph (see Section 4.11, and Figure 64), at the instant in question,

is roughly equivalent to estimating the average of a range of I values,

say, 1I to 12. (The trace is fairly broad, since it is made up of

many hundred cycles as discussed in Section 4.10). Because of the

curvature of the calibration curve, the value of v obtained by averaging
the I values and then transforming tc v (through the curve AB, Figure 67)

is different from the value obtained by transforming all the I values

through curve AB and then averaging the v values so obtained. However,

for almost all points taken off the hot-wire trace, the width of the

trace (corresponding to range of I values I - 12) is small enough so

that the portion of the calibration curve between 1I and 12 may almost

be regarded as a straight line, and the averaging procedures described I
above are then almost equivalent. In this case, negligible errors are

introduced by reading off what is essentially the average I values as

is actually done in the data reduction process. This conclusion was

reached by taking nine separate single sweep photographs of the hot-wire I
amplifier output, with the test rig operating under typical maximum

amplitude oscillating conditions with the hot-wire located N8 downstream

from a velocity mode and .2 in. from the duct wall. About forty

deflections were read off each hot-wire trace over the period of one

cycla, as described in Section 4.11. At corresponding points in the nine

photographs the maximum variations of trace deflection was noted. This

value gives, then, an estimate of the width of the band of I values over

which an average would have to be taken when the usual data taking pro-

cedure (free-running oscilloscope) is used. (This width corr2sponds to

the width of I values II - 12 in Figure 67.) From these estimates of the

band widths, and the known curvature of the calibration curve, the errors

caused by the averaging procedure actually used can be estimated. Out

of 38 data points spread over one cycle, all except nine data points had

errors from this cause estimated at 0.4 ft/sec or less. All except three

data points had errors estimated at 0.8 ft/sec or less and the maximum

estimated error was 2.8 ft/sec. The points with the largest estimated

error values were at low velocities where the curvature of the

calibration curve is greatest. Since typical instantaneous velocities
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are 50 - 100 ft/sec, errors due to this cause should be unimportant

except in a few low velocity points.

The second point involves the length of averaging time

(bcope camera exposure) used. Figures 68, 69, and 70 show hot-wire

velocity profiles taken under very similar conditions. In all cases

conditions of time-average air mass flow and velocity were very similar.

All data were taken at resonance at the 9th harmonic of the duct and

with the gap between the siren wheel and the downstream surface of the

variable area orifice (see Figure 31) set at .019 in., so that the am-

plitude of the oscillations set up are approximately equal for all

three cases. In additions, data for all three figures was taken at an

axial position A/8 downstream of a velocity mode (this is denoted by

the note x = 35 % on the Figures). In the earlier tests (Figures 68

and 69), fewer data points were taken for each velocity profile. We

see that when single sweep oscilloscope photographs of one cycle were

used (Figure 68), the scatter of the points on the velocity profiles is

up to A 3 ft/sec, making the data quite useless for analysis. WhenI the photographs are taken of the free-running oscilloscope traces,

thus yielding a cycle ensemble average over a period of 0.1 sec (Figure

69), the scatter of points is considerably reduced. Finally, when the

!= ensemble averaging time is taken as 5 sec, (Figure 70) as was done for

all data presented in this report (excepting Figures 68 and 69) the

scatter of the data points was reduced to - 0.7 ft/sec for the

extreme cases, and in fact most points in Figure 70 appear to show

scatter values less than ± 0.5 ft/sec. Profiles similar in scatter

to Figure 70 were used in the analysis (see Sections 4.13 and 5). Part

of the scatter observed in Figure 68 is likely due to turbulence in

the flow. The scatter remaining in Figure 69 would imply eddy sizes

of greater than 40 x 0.1 - 4 ft if attributed to turbulence. Since the

duct has a diameter of 1.5 in., it appears that a considerable amount of

scatter is due not to turbulence, but to relatively low frequency flow

fluctuations due to s,.me other cause. From Figure 70, it seems that

these fluctuations are satisfactorily averaged out using a camera

exposure time of 5 sec.
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4.13 Experimental Results

Experimental velocity profiles of

= f vdt (T = period of the oscillation),

v T vdt
T_ fo T

and

A
v = peak-to-peak velocity, computed as discussed in Section 4.12 are presented

in Figures 71-92. Each of these profiles was taken at one of 4 axial positions

along the duct. The relation of these locations to the node-antinode system

in the duct is given in Table 17 (the x-position in % represents percentage

deflection of the traversing test section (see Section 4.2); i.e. 100% (0%)

represents the maximum upstream (downstream) excursion of the Section].

TABLE 17

Desired Location Nearest Attainable Location

Description x-position, % x-position, %

downstream of velocity 107 100
8 antinode

velocity node 71 71

4 downstream of velocity 35 35
8node

velocity antinode - 2

The wall distance given as the abscissae of all the graphs is the minimum

distance of the hot-wire from the wall (see Section 4.5). We now briefly

go through the data written on each figure. The run number identifies the

I'O
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profiles; the gas flowing in the duct is always air. The average air

pressure in the duct (P) is always very close to 40 psig (= 54.7 psia).

The pipe (duct) I.D. is 1.46 in. instead of 1.50 in. as in the case of the

heat transfer data (Figures 36-43, Section 3.5) since the pipes attached

to the movable test section (see Section 4.2) slide inside the 1.50 in. I.D.

pipes making up the rest of the duct. All these profiles were taken at the

9th harmonic frequency of the duct. The values of x refer to the axial

position of the test section as discussed above. The parameters Rea , Ma

Sa ,P N /P a A/D are calculated in ways very similar to those discussed

in Section 3.4, for the calculation of these same parameters for the heat

transfer runs. Hence, only a few remarks will be made about these parameters.

The parameters Rea , M and S were evaluated for flow in the 1.46 in. I.D.

travelling test section. P /P was computed by first calculating th'e rms

pressure as measured by the Dynisco pressure transducer (Section 4.3) and

dividing by the mean duct pressure. This gave the value of P N/P evaluated

in the 1.50 in. I.D. section of the duct. By assuming that the wave power

propagated through the 1.46 in. I.D. section of the duct equals that propa-

gated through the 1.50 in. I.D. sections, we can estimate

PNPN) 1.50 P
- ( )1. 4 6 in. I.D. 1P ) 1 . 50 in I.D. (63)

From this value of 'A/U is calculated using the simple wave formula;

i.e.,

A M  (64)

Figures 71-74 show the v' average velocity profiles at x-positions

of 100, 71, 35 and 0% (a wall distance of .73 inches places che hot-wire

probe at the center of the duct). Figures 75-78 show details of the profiles

Figures 71-74 close to the wall on a 10 times smaller radial scale. Figures

79 and 80 show data taken at similar conditions to those of Figures 74 and 78,

but from different test runs. These two test runs were taken in an attempt

to establish reproducibility of the data. Figures 81 and 82 show the results

of taking the data of Run AS-23 (which yielded p' onfie Figres 73 and 77) V
I
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and computing v profiles instead of v' profiles. Figvxres 83-92 show

peak-to-peak () velocity profiles taken from the same runs that yielded

the v' profiles Figures 71-80. As in the case of the v' profiles, five

of the figures (Figures 83-86, 91) present the complete velocity profiles

and the remaining figures (87-90, 92) show detail of the 0.1 in. closast

to the wall.

Examining Figures 71-74, it can be seen that these profiles are

very different than that of fully developed pipe flow (at Re - 100,000),

which would be the profile to be expected for steady flow in the duct.
(We are here referring mainly to the general shape of the profile, not to
the peculiar details near the wall.) It was suspected that the shape of

these profiles was in part due to a blockage of the flow by the hot-wire
1

probe. From Figure 48, Section 4.6, it can be seen that the -g - irn. dia-

meter body of the probe is quite close to the wire and hence could cause

considerable interference to the flow field around the wire especially when

the probe is near the wall and the airflow is somewhat restricted as it passes

over the wire by the presence of Lhe probe body. To test the blockage effect

of the hot-wire probe, hot-wire and pitot-tube traverses of the duct were

taken under steady flow conditions at an x-position of 30%. The pitot tube

and manometer system used were those described in Section 4.9. The pitot

tube is shown in Figure 57. The results of the pitot and hot-wire traverses

are shown in Figure 93 along with a curve for fully developed turbulent pipe

flow at Re = 110,000 taken from Schlicting, Reference 28, p. 505. The

level of this last profile was established from the known mass flow in the duct

for the case of the pitot tube traverse. The pitot and hot-wire profiles were

taken under slightly different flow conditions. We see from Figure 93 that

there is a considerable difference between the shapes of the hot-wire and

pitot profiles especially near the wall. This is evidence of blockage by

the hot-wire probe body as discussed above. The close agreement between the

pitot profile and the ftlly developed profile taken from Reference 28 lend

weight to the assumption that the pitot profile is close to the true profile

in the duct and can be considered as the standard against which the hot-wire

profile can be compared. Hence, when examining the hot-wire profiles taken

under oscillating flow conditions (Figures 71-92), the blockage effect of the

h.t-wire pro.e must be borne in mind.

Ia
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We now consider the general levels of the v' profiles (see

Figures 71-74 and 79 taken at x-positions of 100, 71, 35, 0 and 0% respec-

tively). It will be noted the general level of the three profiles of

Figures 71, 73 and 74 are in quite close agreement. However the general

levels of the profiles of Figures 72 and 79 run about 4 and 3 ft/sec higher

respectively. While there is some variation in the average velocity in the

duct as computed from mass flow and density calculations, this is only about

I ft/sec and is insufficient to explain the level differences discussed above.

About a month was spent investigating these levels shifts. The parameters

(Section 4.8) and calibration (Section 4.9) of the hot-wires involved were

carefully checked and no significant errors were found. The cause for the

level shifts, must, of course lie somewhere in the hot-wire system, but after

the month's investigation referred to above could not be found. At this

point, due to time limitations, it was decided to proceed with the taking of

hot-wire velocity profiles in the hope that useful information could be

gained from the shape of the profiles, although, as discussed above, the

absolute levels of the profile appeared to show variations for unknown reasons

and could not be regarded as correct except as a rough approximation.

The fact that the shapes of the velocity profiles are accurate,

except for probe blockage etfects as discussed above is supported by the fol-

lowing two facts. The first is the fact that for all profiles (Figures 71-80),

the data points lie within + I ft/sec of a smooth curve, and most points

lie within + 0.5 ft/sec of the curve. The second point is that in the one

case where profiles were taken twice at the same x-position (Figures 74, 78

and 79, 80), despite the fact that there is a level shift as ciscussed above,

the shapes of the profiles, though nct simple, are almost identical in the two

cases. (This can be seen by compaving Figures 74 and 79 and Figures 78 and 80.)

NoLe, here, also that the data points shown in Figures 79 and 80 represent the

data of three separate test runs. Thus, for an x-position of 0%, at least, the

reproducibility of the shape of the velocity profile is established. On the

basis of the above arguments, the shapes of the v' profiles will tentatively

be regarded as correct except for effects of ptobe blockage.

Some investigations were made on the relationship between the two

types of velocity profiles,
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o T ?vdt

-t f T

and T

= vdtT 0

By examining the oscilloscope photographs taken at each x-position (see

Sections 4.10 and 4.11) it was observed that the phase between the pressure

and velocity traces changed very little from the center-line of the duct I
up to the tube wall. Also, the shape of the hot-wire trace remained very

roughly the same over the whole range of radial positions. From these two

facts it would appear that the velocity profile v should be almost identical

in shape to the profile v' computed from the same data. To check the fact,

the computer program used to reduce the data (see Section 4.12) was altered

to allow v to be computed for each picture instead of v' . The data of

run AS-23 (which yielded v' profiles Figures 73 and 77) was run through the

modified program to yield v profiles Figures 81 and 82. By comparing Fig-

ures 73 and 81 and Figures 77 and 82, it can be seen that the shapes of the

v profiles are in fact almost identical to those of the v' profiles. On

the basis of the above comparison for data taken at x = 35% (Run 23) it will

be assumed that the v profiles are in general, very similar in shape to the

v' profiles.

The v' and v velocity profiles will be discussed at considerable

length in Section 5.

We now discuss some aspects of the V profiles (Figures 83-92).

Because of the scales used, there appears to be much more scatter from a

smooth curve in the fr profiles than in the v' profiles. However, when the

fractional scatter values of the 0 profiles are computed and compared with

similar values for the v' profiles (Table 18), it is seen that on a fractional

basis, the scatter of the V profiles is not much poorer than that of theA
;' profiles. Arguments for the accuracy and validity of v profiles, except

for effects of probe blockage, are s',,lar to 'hose presented earlier for the[ 1,
I
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TABLE 18

TYPE MAXIMUM TYPICAL MAXIMUM
OF FIGURE RUN x- ABSOLUTE VELOCITY FRACTIONAL

PROFILE NOS. NO. POSITION SCATTER VALUE SCATTER

FT/SEC FT/SEC

A + +
v 83,87 AS-22 100 - 3 140 - .021

84,88 AS-19 71 t 3 80 - .037

85,89 AS-23 35 3 140 + .021

86,90 AS-24 0 t 7 230 + .030

91,92 AS-i5 0 + 3 240 t .012

v t 71-11 Various Various + 1 40 t .025
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v' profiles. The first is the relatively small fractional scatter of

the data points from a smooth curve. For the v profiles, this can be

checked most easily in the sections of the profiles between wall distances

of .2 and .73 in. (Figures 83-86, 91) where the curve should be a horizontal

line. The second point, as before, is reproducibility of the data estab-

lished in the one case where several separate profiles were taken at the

same location. Runs AS-24 (Figures 86 and 90) and Runs AS-14, 15 and 18

(Figures 91 and 92) were all taken dc x = 0%. The data of Run AS-15 given

in Figure 91 show a profile whose shape agrees fairly well with the data of

Run AS-24 presented in Figure 86. The peak of the profile in Figure 91 is

somewhat higher than the peak in Figure 86, but is specified by only one

point in the former case, and this point is only about 7 ft/sec too high

to match the shape of profile Figure 86. Hence, the apparent high peak in

Figure 91 is likely due to scatter of that one point. It should be pointed

out that the level differences of profiles Figures 86 and 91 need not be due

entirely to the unknown cause mentioned earlier with respect to the v' pro-

files, but rather, may partly be due to slight differences in the intensity

of the oscillations set up in the different runs. We now compare IV profiles

obtained from Runs AS-14, 15 and 18 and Run AS-24 in the region close to the

wall (Figures 92 and 90). The fair agreement of Run AS-15 with Run AS-24

discussed above may also be noted from Figures 92 and 90. The limited portion

of the v profil' obtained from Run AS-18, (Figure 92) shows fairly good

agroement in shape with the profile of Run AS-24. A most important confirma-
A

tion of the shape of the v profile of Run AS-24 (Figure 90) comes from the

profile of Run AS-14 (Figure 92) which supplies several points in the region

of the profile peak (as opposed to the data of profile of Run AS-15). The
A

shape of the v profile peak obtained in Run AS-24 is strongly supported by

the data of Run AS-14, as far as the latter goes.

On the basis of the above discussion, the shapes ofthe 0 profiles

will be regarded as accurate to within the scatter values given in Table 18,

except for the effects of probe blockage. Despite the fact that the fractional
A I

scatter in the v profiles is not much worse than that of the v' profiles,

the former are more difficult to compare among themselves than the latter for
A

the following reason. The fractional changes in shape among the various v

* See note, page 175A.
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The follcwing is the note indicated at the bottom of page 175.-

A
The level differences of the v data shown in Figures 90 and 92

are likely due to the two causes mentior;'d in the asterisked sentence on

page 175 (there with respect to other data), and also to the fact that

the data of runs AS-14, 15, 18 and 24 was likely taken at various frequen-

cies slightly off resonaaice, and since the velocity waveshape varies rel-
A

atively rapidly with frequency near resonance, variations 5r, v can thus

3 occur even if UA is unchanged from run to run.

IJ
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profiles are much smaller thau those amonug the O' profiles and hence

are more easily submerged in the fractional scatter which is about the

same size in the two cases.
A

In the cases where v data was taken out the center of the duct

and near a velocity antinode (x = 0%, Figures 86, 91), it is pos-r.le to
AComparn the value of A/ measured using the hot-wire with that computed

from the rms pressure reading obtained from the Dynisco pressure transducer

(see Sections 3.4, 4.3, and early part of the present section). For this
A A

comparison we define the following quantities. UAl is the value of v

which the 0 profile (taken at x = 0%, near a velocity antinode) indicates

at large distances from the wall. U, is the average flow velocity obtained
s. ( /Dcalculated

from mass flow measurements. 1 (A/ )2 is the value of U A/Ucluae
from the rms pressure measurement of the Dynisco transducer. Also, we set

A A

(65)

11
i

and

( 2 (66)

2I

We make the compariso: for the two cases in which it is possible (Table 19)

TABLE 19
A-

RUN NO. UAl 1 (0A/U)l (6A/U)2  (UA/U)2

ft/sec ft/sec

AS-24 228.7 36.4 6.28 2.16 6.11

AS-15 238.5 35.3 6.76 2.20 6.22

From Table 19, it can be seen that the differencexs between the values of 1.Ii
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UA/U as calculated by the two methods are about 3% and 8% in the two
cases. This degree of agreement was judged to be quite satisfactory by
the author, since the velocity does not time-vary exactly sinusoidally
as is assumed in Equation (66). The time-variation of the velocity at
the center of the duct in Run &9-15 (x = 0%) is shown in Figure 94. This
curve was obtained simply by plotting up the instantaneous velocities
(v4 values) calculated on the computer program for the photograph of inter-
est (see Section 4.12). It can be seen from Figure 94, that the time varia-
tion of the velocity is only roughly sinusoidal and shows a relatively shar'
peak at the maximum and then falls off more rapidly than the sine curve would.
This sharp peak is likely responsible :or the fact the UA/0 1 is more than
2 F times (U/i) (Table 19). The d--ta of Table 19 basically constitutes

d rough check on one aspect of the overall consistancy of the time-varying
pressure and velocity measurements.

~A
The v profiles, like the v' and v profiles, will be discussed

further in Section 5.
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5. DISPIUSSION

5.1 Viscous Dissipation

We consider three examples of heat transfer measurements made

in pipe flow with superimposed oscillations. The three cases discussed

are taken from References 23 and 24 (see Section 2) and Section 3 of

the present report and all give local heat transfer data at many

points along the pipe wall. We shall make use of Equation (16) from

Section 1 which gives the viscous dissipation to be expected in laminar

flow when the local peak-to-peak velocity in the center of the pipe is
AU.

. 1 A2

v = T U2(16)

When the heat transfer is to the fluid from the pipe walls, one would

expect the heat transfer rate to be reduced at the velocity antinodes

due to viscous dissipation, but for the latter to have little effect

on the heat transfer at the velocity nodes, where the local value of

U is small. We first corsider the heat transfer data presented in

Section 3 of this report. Surveying Figures 36-43, we see that in

almost all cases, the maxima and minima of heat transfer are so

located as not to support the hypothesis that viscous dissipation is

an important effect in explaining the observed heat transfer deviations.

In the data of Figure 37(AU / .8, the lowest amplitude at which

noticeable effects on heat transfer were produced by the oscillations)

however, the locations of the maxima and minima, though somewhat down-

stream of those predicted by the viscous dissipation effect, lend some

jlight support to the hypothesis that viscous effects may be important.

[If the variations of heat transfer (as one moves downstream) shown in

Figure 37 were in fact caused by viscous dissipation, it would be

necessary to postulate another mechanism to raise the general level

of heat transfer under oscillating conditions, since viscous dissipation

predicts only decreases in heat transfer, and at some axial position in

Figure 37, increases of heat transfer are observed. This overall in-

crease in level of heat transfer might be caused by an increase in

the turbulence exhange rates of the flow under oscillating

a!

a!
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conditions, see Section 1 ] We now estimate the magnitude of the

dissipation effects to see if they might explain the fluctuations in

heat transfer shown in Figure 37. To get an idea of the order of

magnitude of the eddy viscosity in the regions of the high A. C. shear

(see Section 1) causing dissipation, we locate the value of the A. C.

boundary layer thickness ( 'A defined by Equation (12), Section 1, and

the tollowing text) on the eddy viscosity plot across the pipe diameter

as dvtermined from the steady-state universal velocity profile. There

are, of course, many possible causes for error in this simple analysis:

one is the fact that SA defined by Equrtion (12), et cetera, is derived

for laminar flow; another is the fac, that the eddy viscosity profile is

not expected to be the same as that in steady flow, uideed, changes in

the eddy viscosity are proposed as another mechanism for producing the

deviations of heat transfer observed under oscillating conditions.

However, as the analysis proceeds, it will be shown that such errors

are not serious for order of magnitude estimates. We first estimate the

value of 6 A using the following equation obtained from Equation (12)

and the succeeding text.

6 A (67)

Rather than use exact values appropriate for the data of Figure 37, we

evaluate AL and e for air under typical conditions of temperature and
pressure - 700 F and 54.7 psia (see Section 3.1). The frequency of

oscillation at the 9th harmonic, at which the heat transfer data of

Figure 37 was taken was -- 270cps. Inserting these values in Equation (67),

yields SA = .00272 in. From Equation (11), Section 1, and from the2
fact that the dissipation per unit volume varies as U , it can be

y
seen that the mean distance from the wall at which the dissipation takes

place is 1/2 SA = .00136 in. To estimate the eddy viscosity it,

the region of the flow near the wall, we use the universal velocity

profile in the form given in Reference 29, p. 157. This is given in

Equation (68).
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+ + y
y = 0-5 u = Y+ (a)+ +

5- 30 , u = - 3.05 + 5.00 ln(y+) (b)
+ +
y = 30 u = 5.5 + 2.5 ln(y+) (c)

+ Y (d) (68)

u + u /(e)

where W= shear stress at wall.

We also set
y = 5 (9

1l (6i9)

= 30 (70)

2

We now assume that ? ZjE, in the region that we are interested in.

(Our values of 'A will turn out to lie at such small values of y+

that they are well within the 'constant-stress' layer.) We have plotted

in Figure 95, the values of I versus y+ that would be obtained

i:om Equation (68) if ?-?W everywhere. The discontinuity is between

the two lower equations for u+  = f(y+ ) at y+ = 30 in Equation (68).

Figure 95 is, of course, correctly related to Equation (68) only insofar

as ZT: , out to y+ = 50.

Since the heat transfer section in which the measurements

pre3ented in Figure 37 is preceeded by a calming section 32.7 diameters

long (Section 3.1), we shall estimate the value of Z'w from the standard

curve of the friction factor, X , versus Re given in Schlicting

(Reference 28, p. 504).A is defined as given below:

= 8 A (71)

By combining Equz'tions [68(d)], (69) and (71), we obtain

YJ 14.14 1

D-= Re (72)
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where

5 + 1 Irf- (73)5= Yl =

Taking the values of Re and D from Figure 37 as ,j 100,000 and 1.5 in.,

we obtain from Equation (72), y1 = .001582. This means that the

average wall distance at which the viscous dissipation takes place, non-

dimensionalized as y is in Equation [68(d)] is given by:

2A Yl 2 Yl(74)

+/ .00136
2 - .001582 = 4.30

This value of &/2 is shown in Figure 95 as AI " Since, from the

location of &+/2 on Figure 95 in this case, most of the viscous dissipation

should be occuring with ( e +y)/ values near unity, Qv calculated from

the laminar flow formula Equation (16) should be a good estimate of the true

value. From Figure 37, UA/U = .770. From mass flow calculations (see

Section 3.4) the mean velocity in this case was computed as 33.7 ft/sec.

Hence, approximately

A

U A = 2,/2 x .770 x 33.7

= 73.7 ft/sec



-184-

A
Substituting this value of U into Equation (16) along with values

of A ,t and O approximated as discussed on p. 180 yields

2
Qv (vel. antinode) = Q, = .001445 BTU/ft sec.

From the data reduction associated with Run 22 (Figure 37) (i.e. the

table corresponding to Table 14, for Run 27), a typical value of heat

transferred to a condensate collection chamber of area .0654 ft was

^'200 BTU/hr. Hence, a typical total heat transfer rate for the run

in question (Q c is

200 .848 BTU/ft2

QC 3600 x .0654 sec.

From Figure 37, the fractional difference between the maximum and

minimum deviations of the heat transfer under oscillating conditions

from the steady state curve is about .118. Hence, the difference between

the deviations of heat transfer at the maxima and minima is & Q

.118 x .848 -, .100 BTU/ft2 sec. The amount of viscous dissipation

(Qv,A) appears to be about 70 times too small to account for the observed

fluctuations of the deviations of heat transfer ( Q).

We shall now estimate the value of Qv for the case of maximum

amplitude oscillations (Run 16, Figure 42) although the location of

the maxima and minima of heat transfer in this case do not support the
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hypothesis that viscous dissipation is an important phenomena. From

Figure 42, U/U 2.31. We estimate Q (Run 16) as follows.A v,A 1

I,A (Run 16) Run 16

A Ru 2 QvA (Run 22)

L U Run 22

/2.31.001445I 2
F (Run 16) .01030 BTU/ft sec

Since the previous value of Qc is also roughly applicable for Run 16, we

see that at maximum amplitude, the viscous dissipation at the velocity
antinodes is only slightly more than 1% of the typical total heat

transfer rate through the pipe wall, and certainly could not explain

the heat transfer deviations shown in Figure 42, even ignoring the fact

that the maxima and minima of heat transfer in Figure 42 are in the

wrong locations to be explained by viscous dissipation.

We now consider the possibility of applying viscous dissipation

theory to explain some of the heat transfer data presented in References

1, 2, 3, 21, 22 and 23 which refer to the work done at the Georgia

Institute of Technology (see Section 2). Surveying the experimental

data presented in these references, bearing in mind the nature of the

effects which viscous dissipation should produce, as discussed earlier in

this section, leads the present author to select the data of Reference 23,

p. 29 as typical of that most suitable for possible interpretation in

terms of viscous dissipation effects. In the data selected from Reference

23 (The reader may refer to Figure 21, which is very similar to the

selected data, and is extracted from the same reference.), the maxima of

heat transfer are located at the velocity nodes and differs little

from the steady-state heat transfer values. The minima of heat transfer

occur at the velocity antinodes. Hence, with regard to the location

of the maxima and minima of heat transfer and the level of the maxim,

this data agrees perfectly with that to be expected on the basis of

£Q

V, m m m m m J
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viscous dissipation. However, we now estimate whether the dissipation

offects can account for the magnitudes of the heat transfer deviations

shown in the data selected from Reference 23. For this data (see Section

2) the air conditions are roughly 700 F and atmospheric pressure, and

the frequency of os illation is 222 cps. Under these conditions, 6 A

computed as described earlier in this section is .00650 in. Since

hydrodynamic development in these experiments started essentially at

the inlet to the heat transfer section and since the latter was,-- 31

diameters long, T w was estimated from a formula for a flat plate

taking x f 16 diameters 1 60 in. The formula used is taken from

Schlicting, (Reference 28, p. 537) and is:

= r .0576

f 2 (Re) 2

5 x 10
5 4 Re < 107

x

Schlicting stat'i that this formula, deri~ed from the 1/7 power velocity

distribution in the boundary layer and the Blasius law for the skin-

friction coefficient, is in excellent agreement with experiment for

flat plates whose boundary layers are turbulent from the leading edge

onwards. References 5, 19 and 4 (see Section 2) indicate that under

oscillating conditions, flow over flat plates may transition at as low

as Re 104. Pence, for the case now being discussed, we shallx
assume that transitio takes place essentially at the leading edge, and

use Equation (76) to estct'ate ?, • Combining Equations (73) and (76)

yields

Y._ 29.4 (77)
x Re .9

x

For the data of Refetence 23, Re 43,000, D 3.86 in. and x - 60 in.

as mentioned above. Hence,
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60
Re 43,000 x 3 668,000

x 3.86

and Y = .01009 in.

Again, non-dimensionalizing SA/2 as y is non-dimensionalized in

Equation [68(d)], we have

+

5 .-00321
.01009

SA - 1.61
2

Hence, referring to Figure 95, the viscous dissipation in this case

should be very nearly entirely in regions where (E.V)/V 1 1. Hence

again the use of Equation (16) to estimate Qv should be justified. The

,4., p and & values used in Equation (16) are those taken previouslyA

to compute 4A" The value of UA  is computed from the appropriate

sound pressure level given in Reference 23 (see Equation 8, Section 1)

as 80.2 ft/sec. Substituting these values in Equation (16) yields,

Qv,A .000800 BTU/ft- sec.

From a table in keference 23, typical values of the heat transfer

coefficient and wall-air tempe-ature difference for the case of interest
2_ o

are h = 5.45 BTU/f -hr-PR and &T 68.2°R. Hence, a typical

value of Q is
Qc = 5.45 x 68.25 68. = .1033 BTU/ftt-sec.

c 3600

Now, the fractional difference between the deviations of heat transfer

at the maxima and minima for the case in point was .1414. Hence, the

difference between the deviations of heat transfer at the i!axima and
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minima is 4Q = .1414 7: .1033 = .C1460 BTU/ft 2 sec.

Thus, while in this case, the form of the heat tran3fer deviations

corresponds closely to that expected on the basis of viscous dissipation,

the magnitude of the deviations observed are r/ 18 times too large to be

explained by dissipation effects. Other experimental data in References

1, 2, 3, 21, 22, and 23 does not offer any stronger evxidence of the

importance of viscous dissipation effects. At Reynolds nt-mbers greater

than - 30,000 (see the discussion of these references in Section 2),

the data is similar to that discussed above, and for lower Reynolds

numbers, the locations of the maxima and minima of heat transfer disagree

with those predicted from dissipation theory.

Finally, we attempt to explain deviations in heat transfer

observed in a rootlet engine (Reference 24) using the viscous dissipation

theory. The heat transfer data used is that shown in Figure 27 taken

from Reference 24. In this case, the heat transfer is frout the gas to

the wall, and the effect of viscous dissipation would be to increase the

heat transfer at the velocity antinodes and to have little effect at the

velocity nodes. From Figure 27, it zan be seen that, again, the form of

the observed heat transfer deviations agree with that predicted by

viscous dissipation theory. We now estimate the magnitude of O,A is

was done in the two previous cases. Computing the appropriate values of

S,, , and w as described in the discussion of Refer.nce 24 in

Section 2, and substituting these values into Equation (16) yields 6 A

.00430 in. In the case now being discussed, the length of the'heat

transfer section' (the rocket motor chamber) is --ll diameters (32 inches),

and the flow starts to develop (in some fashion) at the beginning of

this section. Hence, w3 again use the flat plate formula [Equations

(76) and (77)] to estimate rw . From Section 2, Re and D are 161,000

and 3 in. respectively. We take a typical value of x as 16 in.

( * ( half the chamber length). Hence, we heve:

Re = 161,000 x 16 = 860,000x 3
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Substituting the values of x and Re into Equation (77) yields yl

.0216. Hence,

6A = Y l -4

2 1 2y1

.00215.5. 021 (74)

S = .50
2

and again referring to Figure 95, we see that the dissipation regions

should, in this case, lie almost entirely within the region where
A

kt1. Usiug the values of W ,, W and UA computed
VA

as stated in the discussion of Reference 24 in Section 2, we compute

Qv,A from 7quation (16).

Qv,A = 1.208 BTU/ft - sec.

The value of 4 QC can be read directly from Figure 27 at

a Q c 3.5 BTU/in*-sec

Q = 144 x 3.5 = 504 BTU/ft 2 -sec.

Thus, in thic case, the deviations of heat transfer, again of the correct

form to be e7,plained by vtscous dissipation, are very much larger in

magnitude than those predicted by dissipation theory. In tits last case,

the large temperature differences across the boundary layer may introduce

errors into the values of I and .' used in the calculations, but these

errors are not large enough to alter the above conclusion. (Especially

in the calculation of Qv 0 , the temperature effects on

andA* being in opposite directions, and the presence of the square
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root, should make the value of relatively weakly affected by the

temperature variations across the boundary layer.)

On the basis of Lhe results obtained above for the three cases

investigated, it appears that in most cases of interest, viscous

dissipation effects should be unimportant in explaining deviations of

heat transfer observed under oscillating flow conditions. In all three

cases discussed above the oscillations were very strong a',d henLe, in

general, for dissipation effects to become important, it would appear

that Qc values would have to be very low which could occur if the

time-average flow velocities (U) and/or temperature differences between

the air and the pipe wall ( 4 T) were very low. In cases where

and/or 4 T are small enough, Qv,A may become appreciable compared to

Qc, and in this case dissipation 2ffects would be important.

5.2 Acoustic Streaming

We use the theoretical analysis presented in Reference I

(see Section 2) for acoustic streaming in laminar channel flow with

superimposed standing wave oscillations. We use the results of

Reference 1 which are for channel flow rather than those of Reference

2 for pipe flow on account of the extreme complexity of the latter.

However, examination of plots of the acoustic streaming velocities

given in References 1 and 2 indicate that the nature and magnitude of the

streaming velocities are very similar for the corresponding cases in pipe

and channel flow. Hence, comparison will be made between the streaming

velocities predicted in Reference 1 for laminar channel flow, and the

' velocity profiles (see Section 4.13) measured in the present author's

test rig for turbulent pipe flow. Reference 1 (see Section 2, pp. 50-51)

sl.Lws that, except for the very thin wall vortices, the acoustic streaming

velocities normalized by the time mean velocity in the channel (U)A -.

depend only on (u /U) M, and, in particular, are independent of Re.

The object of the comparison being made here is to see whether the

acoustic streaming velocities in turbulent flow are similar to those

predicted by the laminar flow theory using the values of UA/U and H

predited I
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applicable to the turbulent flow case. The nature of the acoustic

streaming velocities predicted from Referen e 1 are shown in Figure 96,

ignoring the thin wall vortices.

undisturbed flow profile (Poiseuille flow)

-- acousti streaming velocities

w.#*tctal time-averape velocity profile

Y Y Y Y

;/ V7 Y -O.v.,

IInde/
// /

vel. node V8 downstream vel. A/8 downstream
of vel. node antinode of vel. antinode

FIGURE 96

IWe compare these theoretically predicted profiles with the experimental

profiles given in Section 4.13 (Figures 71-74). The latter profiles are

of v v/ , whereas the former profiles are ! :-rofiles.
However, as discussed in Section 4.13, it appears that the experimentally

obtained profiles of ;' and ; have almost identical shapes and hence,I we should be able to ase the 7' profiles for the above comparison.

aoprsn

S|
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In Table 20, we relate the theoretical and experimental profiles.

TABLE 20

EXPERIMENTAL PROFILES

LOCATION THEORETICAL x-POSITION x-POSITION RUN NO. FIG, NO.
PROFILE

Vel. Node Fig. 96(a) 71 (71) AS-19 Fig. 72

A8 Down.
of Vel. Node Fig. 96(b) 35 (35) AS-23 Fig. 73

Vel. Antinode Fig. 96(c) -2 (0) AS-24 Fig. 74
A/8 Down. of

Vel. Antinode Fig. 96(d) 107 (100) AS-22 Fig. 71

Note: The bracketed x-positions were those where the

experimental profiles were taken. Where the desired location (column

1) lay outside the range of the travelling test section, (see Section 4.2)

velocity profiles were taken at the nearest attainable location.

From Figure 96, we see that the acoustic streaming velocities are

theoretically predicted to be zero at the velocity nodes and antinodes,

and hence, we do not search for streaming velocities in Figures 72 and 74

but rather in Figures 73 and 71, at which locations, according to

theory, the streaming velocities should be of maximum amplitude and in

opposite directions.

The limitations of the theory given in Reference 1

[see Section 2,pp.50-53,Equations (26), () and (28)] require that

2U o() (26)

A

A AuA  uA
2c 2U ) (2)

2wher 5 o( a ) (28)
where = a small number.
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The theoretical calculation to be made will be done at the values of

M and U A/U of the experimental tests to which the theoretical

results willbe compared. These data are givet. in Table 21 (p. 195)

Also, from Figure 73 and 71, D = 1.46 in. A at the 9th harmonic

frequency of eJ 270 cps is 49.5 in. Hence, we have corresponding to

the above Equations (26), (27), (28):

2U = 2 = .325
T.- 6.15
A

AAUA 6.15
A 61 .0322 = .09902c 2

2 = 2 -46 .059049.5

Because the large value of the first term, 2U/U A , the theoretical

laminar flow analysis applied to the case with U A/U and M as given

above will only give a rough idea of the acoustic streaming velocity

field (errors of the crder of 30M. may occur). However, this is sufficiently

accurate to allow some comparisons with experiment to be made.

Reference I gives the time average non-dimensionalized

U-velocity profile in the channel with acoustic streaming as:

6U 2 U A 4j-7rix 51 y2~)
A Y

-3 + e '6A (2 Cos (Y + 6 sin (-L) S-6yA)
c FA 6 A (78)

where y =2
D

x = dimension measured downstream from a
velocity antinode.
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We consider the region well outside the wall vortices, hence e

is very small. (see Section 2, p. 53 , Figure 24) Also, for our case,

SA/D is very small (see Section 1, p. 6, Equation (13), and

associated text). Neglecting these terms Equation (78) simplifies to:

(=) " -&" ( ) s in - 3

Undisturbed Acoustic streaming (79)
flow profile velocities

in the new non-dimensionalization of Equation (79), the mean flow

velocity is 1/3. We consider the location where sin ( 4nx/,- - 1 in

Equation (79). This corresponds to the position N/8 downstream of aj

velocity antinode [Figure 96(d)1. In this case the acoustic streaming

velocity near the wall (but well outside of the wall vortex) is, from

Equation (79):

3 U

96 U

At the same location the acoustic streaming velocity at the center of

the channel is, from Equation (79):

96 ^(

The streaming velocities at the location A/8 downstream of 1 velocity

node would just be the negatives of those given above. For th,. experimental
Avelocity profiles being compared with theory, we have (taking UA/U -

2 i A/U ) frm Figures 73 and 71 and associated mass flow measurements,

the data shown in Table 21.
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TABLE 21

Run No. Ma 7A/ U/

ft/sec 

2
AS-22 .0321 36.2 2.12 6.00

AS-23 .0323 36.1 2.23 6.30

Average .0322 36.15 - 6.15

We substitute the average values of U /U and M into the previouslyI A a

given non-dimensional expressions for the acoustic streaming velocities

near the wall and at the channel center-line. The resulting velocities,

together with the same, made dimensional using the average mean velocity

for the cases of the two experimental profiles are shown in Table 22.

TABLE 22

Mean Flow Acoustic Streaming Velocities Units
Velocity 1/8 Downstream of Velocity Antinode

Near Wall At Channel Center-line

.333 .0382 - .0191 non-dimensional

36.15 4.15 -2.08 ft/sec

The theoretical prediction, then, for the difference between the profiles

taken at x = 100. and x = 35% is 2 x 4.15 = 8.30 ft/sec near the wall,

and 2x (-2.08) = -4.16 ft/sec at the pipe center-line. The theoretically

predicted shape of the V(x - 100%) - ;7(x = 35%) profile is shown in Figure

97.(The wall vortices are not shown.) We shall compare this profile with

the experimencally obtained profile of '(x - 100%) - '(x = 35%)

taken from the data of Figures 73 and 71. As discussed in Section 4.13,

the data of Figures 73 and 71 show a blockage effect of the hot-wire probe,

but if acoustic streaming velocities such as those shown in Figure 97

were present one would expect them to be SUperimposedon the blockage
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effect and to be readily discernable when one computes '(x = 100%) -

'(x = 35%). Also, as discussed in Section 4.13, there are level shifts

among the various hot-wire profiles which are unexplained, but there are

reanons for believing that the shapes of these profiles are accurate,

except for blockage effects. Hence, if there are different level shifts

in the experimental profiles of V'(x = 100%) and '(x = 35%), there will

be a corresponding level shift in the plot of C'(x = 100%) - ;'(x = 35%),

but the shape of the latter should still show the acoustic streaming

velocities, if present. The experimental profile of '(x = 100%) -

W(.: = 35%) is shown in Figure 98. As discussed in Section 1 (pp. 10,11)

the velocity profiles of Figures 73 and 71, will be distorted both by

acoustic streaming velocities and effects due to variation in the eddy

viscosity profile (turbulence exhange properties). Hence, both these

effects might be responsible for the profile shown in Figure 98. The
author believes that the very low section of the profile near the wall

is an effect of variations in the eddy viscosity (see Section 5.3). The

remainder of the profile only suggests the acoustic streaming profile

(Figure 97) very weakly, and if interpreted as indicating streaming, wculd

yield streaming velocities at least 4 times smaller than predicted

theoretically (Figure 98). It is possible that effects of eddy viscosity

variation almost cancel the acoustic streaming velocities in Figure 98,

and that acoustic streaming is, in fact, as important as indicated in

Figure 97 (the theoretical prediction). This is very unlikely since

the eddy viscosity effects necessary to cancel the acoustic streaming

velocities shown on Figure 97 would have to be cxceedingly strong, and

should produce very strong distortions of the velocity profiles of

Figures 72 and 74 (where the acoustic streaming velocities should be

zero, theoretically). The profiles Figures 72 and 74 do not show

distortions of this magnitude. Hence, the tentative conclusion is that,

at least in this case, for turbulent flow, the acoustic streaming

velocities are much less (at least 4 times) than those predicted from
A

the laminar flow theory using the U /U and M values appropriate for theI A
turbulent flow case. In Section 2, p. 51 , it was noted from References
1 and 2 that the acoustic streaming flow fields, normalized with respect
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A - 2
to the mean flow velocity depend only on (UA/UJ) M, and not on Re

(except for the wall vortices). Hence, the author feels that the fact

that acoustic streaming velocities appear, in the case investigated above,

to be much smaller in turbulent flow than predicted from the laminar

flow analysis, is due to the variation of the 'total' (eddy + molecular)

viscosity (E+ y ) across the diameter of the pipe. In the laminar

flow case, of course, E 0 throughout the flow field. It might be

possible to show this reduction of the streaming velocities by performing

the theoretical analysis of Referenc. I using the steady turbulent pipe

flow values of ( + V (as an approximation to the true values of E + )

in place of V in the equations.

In Section 2,pp.50-53,we discussed the theoretical solution
for heat transfer in laminar channel flow with superimposed standing wave

oscillations presented in Reference 3. From this solution, Reference 3

presents the following correlation between the maximum fractional heat

transfer deviation and Re U A/U and M. (This is shown in Figure 26

taken from Reference 3.)

Nu - Nu 02Z

tr ma -/3  = .0833 M (80)
0 ~ max R

The term (UA/U) M represents the magnitude of the acoustic streaming

velocities as compared to the average flow velocity (U) (see Equation (79),

p. 194). The reason for the appearance of Re in Equation 80 is as

follows. Let T be a representative bulk temperature of the gas, and

T the pipe wall temperature (here assumed constant). Then the amount of~W
heat conducted to the walls per unit area is of order

K(T - Tw )
w

D

The amount of heat transported towards the wall by convection per unit

area, taking the velocity to be represented by U, is of order

F
LR

L
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BC p (T- Tr.)

The ratio of these two quantities is

eUC(T - T) eUC D
V- - Rear (81)

K(T- T )/D K p. K
w

As mentioned in Section 2, p. 54 , Reference 3 does not state the value of

Pr used in the analysis; however, sinc! the analysis is done for

compressible flow, we assume that Pr - 0[1], and hence, the ratio in

Equation (81) may be represented by Re alone. We shall be using Equation

(80) to predict heat transfer deviations to be expected in the case of

turbulent flows. In this case, the heat transfer by conduction is not

represented by K(T - T w)/D but rather, by the same expression with an

'average' eddy thermal conductivity' substituted for K. We estimate

the ratio of the taveragd 'eddy thermal conductivity' to the molecular

value by assuming that this ratio is given by the ratio of the experi-

mentally observed Nusselt number to the theoretically predicted value of

Nu for fully developed laminar pipe flow with constant wall temperature.

From Reference 29, p. 194, this latter value is 3.65. Hence, when using

Equation (80) to predict heat transfer deviations in turbulent flow, we

shall evaluate Re based on an eddy viscosity which is larger than the

molecular value by the ratio ef the thermal conductivities discussed above

This is, of course, assuming that the ratio of 'average' eddy to

molecular viscosities is the same as the ratio of 'average' eddy to

molecular thermal conductivities. This method of predicting heat transfer

deviations due to acoustic streaming in turbulent flow is very uncertain

for the following two reasons. The first is the fact that we assume

that the streamit.g velocities are as given in Reference 1 (see pp. 50-53 )

in spite of the flow being turbulent. We have evidence from the first

part of this section that in one case, at leaat, in turbulent flow, the

acoustic streaming velocities are, in fact, considerably smaller than

those predicted in Reference 1. The second point would introduce
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uncertainties, even if the acoustic streaming velocities were given by

the analysis of Reference 1, as follows. We refer to Figure 99. In

Figure 99 (a) and (b), the teddy thermal conductivity' and temperature

profiles in steady fully developed turbulent pipe flow at the Reynolds

number of interest are shown by curves A and D respectively. However,

the way we have set up our theoretical analysis for turbulent pipe flow,

we are actually investigating the effects of acoustic streaming on the

flow situation shown in Figure 11 (a) and (b), curves B and E; that is,

a laminar flow with the thermal conductivity replaced by an 'average

eddy thermal conductivity' for the Reynolds number of interest computed

from the steady-flow Nusselt number as described earlier in this section.

The effects of the acoustic streaming velocities [a typical time average

velocity field with acoustic streaming is shown in Figure 99 (c)] may

be considerably different when acting upon the actual profiles of

K + Ke  and T (represented by the steady-state curves A and D) than

when acting on the form of these profiles assumed in the theoretical

analysis (rapresented by curves B and E).

The effect of the difference in the acoustic streaming veloci-

ties from those predicted from the laminar flow analysis would be a

decrease in the effect of acoustic streaming on heat transfer if the

streaming velocities investigated by the present author (pp, 190-199)

are representative of those in turbulent flows in general. The effect

of the second point discussed above is not obvious but might increase

the effect of streaming on heat transfer because near the wall, the
y-velocities are convecting heat through a region of higher temperature

gradient in the actual situation than in the situation theoretically

modelled.

Because of these effects, the application of the heat transfer

analysis of Reference 3 to predict the effects of streaming in turbulent

flows is very uncertain, but some comparisons with experiment will be

made. Any conclusions from these comparisons will be very teptative.

From Figure 25, Section 2 (taken from Reference 3), we see that

acoustic streaming predicts that the maxima of heat transfer arei
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slightly downstream of the velocity antinodes, that the minima are slightly

downstream of the nodes, and that there is little change in the overall

heat transfer. We first consider the possible application of acoustic streaming

theory to partially explain the deviations in heat transfer observed by

the present author (see Section 3.5, Figure 36-43). Of Figures 36-43,

Figure 42 seems to be in the best agreement, regarding general shape of

the curve, with the acoustic streaming theory. The maxima and minima of

heat transfer are roughly in the locations predicted by acoustic streaming

theory, but there is an overall increase in heat transfer which would

have to be otherwise explained, if acoustic streaming were responsible for

the oscillations of the heat transfer curve in Figure 42. This overall

increase in heat transfer, one might suppose to be caused by increases in

the 'eddy thermal conductivity' (turbulence exchange properties) (see

Section 1, pp. 10,11). From Figure 42, the deviations of the

Nusselt number at the first min~ma, second maxima (at about chamber

number 15), and second minima are 15, 92 and - 11 respectively. The

mean steady-state Nusselt number in this region is 161. The value to be

compared with the [(Nu - Nu )/NU0 max value in Equation (80) is then:

92 - [15 + (-11)]2 - .279
2(161)

We define

w= 1 - (82)
0o l~ax,

and w as the w value estinated from experimental data (in the above case

w = .279). From Figure 42, for this case,

AU A  uA= 2 U- 2f-2 x 2.31 = 6.55
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M - .0302

Rea - 99,000

I

Hence, w based on Re evaluated with the molecular viscosity (w,), is

from Equation (80)

wV - (99,000) 1/3  (.0833) (6.55)2  .0302

wV - .499

Now, the ratio of viscosities, evaluated as discussed on p. 200, is

6_ f 161 - 44.1
3.65

Hence, the value of w, based on Re evaluated sith the 'average eddy

viscosity' (w, ), is

W, ~.499.14w - = .1414

(44.1)1/3

Hence, if the acoustic streaming velocities in this case were as given by

the laminar flow analysis of Reference 1, the heat transfer analysis of

Reference 3, modified as discussed above to allow for 'eddy thermal j
conductivity' ekfccts predicts that about 1/2 of the observed oscillations

of the heat-transfer deviations could be accounted for by acoustic

streaming effects (since wf 1/2 we). However, as discussed earlier
e

in this section (pp. 190-199) it ap.,oars that the actual acoustic

streaming velocities in this turbulent flow case are at least 4 times

smaller than those predicted by the theoretical analysis. Thus, based

upon the maximum allowable streaming velocities consistant with the

experimental observation, and the heat transfer analysis of Reference 3,

ZI
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it appears that acoustic streaming could account for, at most, about

1/8 of the oscillations of the heat transfer deviations shown in Figure

42. Hence, despite the uncertainty if the heat transfer analysis, it

appears fairly likely that acoustic streaming is not the major factor

causing the oscillations of the heat transfer deviations in Figure 42.

We now consider the possible application of the modified

acoustic streaming analysis of Reference 3 to explain some of the

experimental heat transfer data presented in Reierences 1, 2, 3, 21,

22, 23 describing the work done at the Georgia Institute of Technology.

Reviewing the discussion of these references presented in Section 2,

pp.42-56, we see that, ignoring the data taken at Re - 2000, where

natural convection effects may complicate the situation, only data in

the Reynolds number range 10,000 - 20,000 shows locations of the

maxima and minima of the heat transfer deviations which correspond

roughly to those predicted by acoustic streaming. We compare the heat

transfer deviations predicted by the theory discussed earlier in this

section with experiment for the two cases of Reference 22, Figure 10,

and Reference 23,Figure 6. The first set of data referred to is that

reproduced in Figure 20 of this paper. In this case, the data shows

an overall heat transfer increase as well as oscillations which might

be attributable to acoustic streaming. In the data of Reference 23,

Figure 6, there is no overall change in heat transfer. In both cases

data are presented in the references for various sound pressure levels;

we apply our analysis only to the maximum scand pressure level in each

case. The calculations are gone through in essentially the same way

as done earlier in this section for the present author's data (pp.200-204).

The relevent data are presented in Table 23.

TABLE 23
EXPERIMENTAL

THEORETICAL CALCLATIONS DATA

Re M UA/U wt Nu V w; we

Ref. 22, Fig. 10 11,600 .00553 9.23 .0885 28.2 7.72 .0448 .360

Ref. 23, Fig. 6 16,000 .00763 7.32 .0860 38.7 10.60 .0392 .166

F
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Re ias taken directly from the references; M and UA/U were computed as

described iLL Section 2, p.4 3 . Wy , Efi and wj were computed as

described earlier in this section (pp. 20 0-20 4 ), and a typical value

of Nu was read off the curve of the reference. The value of

[(Nu - Nu0 )/Nuo. estimated from experimental data (we) is computed

essentially as done on p. 203, although different maxima and

minima were used. In these cases we see that the observed oscillations

in the heat transfer deviations are about 8 and 4 times larger than

those predicted by the modified theoretical analysis of Reference 3.

On the basis of these numbers,it might appear unlikely that acoustic

streaming is a major cause of the oscillations of the heat transfer

deviations which are experimentally observed in these two cases.

This argument would be further strengthened if the observation by the

present author (see pp. 190-199) that the acoustic streaming velocities

experimentally observed in turbulent flow are (in one case) considerably

less than those predicted by the laminar flow analysis applied (though

perhaps less strongly) also to the two cases now '-ing considered.

Another argument against the importance of streaming in these two cases

is the observation that the maximum (minima) of heat transfer are

observed to be almost exactly located at the velocity antinodes (nodes),

whereas in the theoretical analysis of Reference 3 (see Section 3,

Figure 25), the locations of these extrema are -- /12 farther

downstream. However, bearing in mind the uncertainty of the heat

transfer analysis, the possible importance of acotstic streaming in the

above two cases is not completely eliminated, expecially for the case of

Reference 23 where we/w, 4. An argument which favors the importance

of acoustic streaming in the cases selected from References 22 and 23

more strongly than in the data of the present work (Section 3.5, Figure

42) is now given. In the latter case, as was mentioned on p. 203,

if acoustic streaming was responsible for the oscillations of the heat

transfer deviations, one would have to propose another mechanism to

explain the overall increase in heat transfer. In the case taken from

Reference 23, the overall change in heat transfer is essentially zero,

and in the case from Reference 22 (see Figure 20), the overall increase

of heat transfer is much smaller cc--apared to the amplitude of oscillations I

i
-I

m ~ m ....
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of the heat transfer deviations than in the case of the data of Figure 42.

Hence, in these cases from References 22 and 23, acoustic streaming

could predict the form of the heat transfer deviations more closely

without the assumption of any other mechanism, provided that the

amplitude of the streaming-produced oscillations of the heat transfer

deviations were large enough.

The conclusions of this section are now reviewed.

For the case investigated by the present author (Re 1 100,000), it

appears that the measured acoustic streaming velocities are at least

4 times lower than those predicted by the laminar flow theory of Referene

I. Applying the heat transfer analysis of Reference 3 modified as
described previously to some of the experimental heat transfer results

of the present author seems to indicate that acoustic streaming is not

important in explaining the heat transfer deviations observed on account

of: (1) the low heat transfer deviations (compared to observed values)

predicted by the theoretical analysis (allowing for the largest streaming

velocities consistent with experimental observation) and (2) the need

to postulate another mechanism to explain the observed overall increase

ia heat transfer. However, due to the uncertainty of the heat transfer

analysis, these conclusions are uncertain. Finally) the heat transfer

analysis was applied to data selected from References 22 and 23, to

attempt to explain the heat transfer deviations there'observed experimentally

by means of acoustic streaming. In these cases, facts favoring the

possible importance of acoustic streaming are the ibility of acoustic

streaming to roughly predict the observed form of the heat transfer

deviations without postulating any other mechanism, whereas facts

arguing against the importance of streaming, are the low heat transfer

deviations (compared to observed values) predicted by the theoretical

analysis based on the streaming velocities which would occur in laminar

flow (these values would be further lowered, if the streaming velocities

were less than those predicted for laminar flow, as was observed by the

present author for one case in turbulent flow) and the variation of the

locations of the maxima and minima of the heat transfer deviations from

the exact values predicted by the theoretical analysis. In view of the

uncertain naLuru of the theoretical heat transfer analysis used here, no
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definite conclusion can be reached about the Importance of acoustic
streaming in the cases taken from References 22 and 23.

I

I
A
I
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5.3 Effects of Oscillations on Turbulence Exchange Prcnerties

We first present an 'eddy viscosity' calculation based on the

v' profiles presented in Section 4.13 (Figures 71-78). Under the condi-

tions of the present experiment, there are many possible causes for error

in such a calculation. These will be discussed in some detail after the
method of calculation is given.

Because of the blockage effect of the hot-wire probe (see

Section 4.13,pp.170,171),the v'prGfiles (Figures 71-78) were corrected as

shown below before being used in the 'eddy viscosity' calculation. We

refer to Fig. 93, which gives pitot and hot-wire velocity profiles across

the duct in steady flow, and shows the blockage effect as discussed in the

associated text. From these profiles, we construct a correction factor

(F ) as given below
v (y)

F (y) = P' (83)
vVhw,ss

where v pss(y) = velocity from pitot profile, steady flow (Fig. 93)

p ,ssSVhws(Y) = ", " hot-wire " " " " "

The pitot probe itself showed blockage effects for y < .020 in., and the

v (y) profile was extended for y < .020 in. using the 'law of the wall'.
P'ss
A corrected value of v'(v,') was then computed as

v,(y) = v'(y) Fv(y) (84)

There is a slight error in the factor F (y) due to the fact that the average
v

flow velocities for the two tests in which the profiles of Fig. 93 were taken

wert not quite the same. Because there are much more serious causes for

error which will be discussed next, this error was ignored. The value of

At ('eddy' plus molecular viscosity) was calculated from a balance of pres-

sure and shear forces as given on the next page.

C-
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- X

FIGURE 100

"Yr P dx + 2jr dx C =0 (85)

r 1 (86)P2

C
Dr

The resulting profiles of -t/P versus y are given in Figures 101-108.

-A't/Px profiles obtained from the steady-state pitot profile of Fig. 93

are shown for comparison in Figures 109 and 110. Since this steady-state

profile was extended using the 'law of the wall' for y < .020 in. as

mentioned earlier, the -At/P values for y - .020 in. are those assumed

in the wall law; however, for y - .020 in., the -A /P values are those
t x

determined from experiment. The x-position, location with respect to the

node-antinode system on the duct, and Figure number of the related v' pro-

file, are given for the -At/P profiles in Table 24. Even assuming that

the -At/Px profiles of Figures 101-110 are correct, the absolute value

of ,A is not known, since no measurements of P were taken. Hence, in

the further discussion of the -A It/Px  profiles, comparison of the absolute

levels of one prefile with another to determine changes in the absolute

value of M't cannot easily be made, however, some attempts to do

this will be presented in the later discussion.
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I TABLE 24

FIGURE NO. LOCATION RUN NO. x-POSITION FIGURE NO. OF
RELATED v' PROFILE

%

101, 105 - downstream of AS-22 100 71, 75
velocity antinode

102, 106 velocity node AS-19 71 72, 76

103, 107 - downstream of AS-23 35 73, 77
8 velocity node

104, 108 velocity antinode AS-24 0 74, 78

109, 110 STEADY-STATE

Before discussing the ,-t/Px profiles further, some of the

possible causes of error in the computation of -t /Px (these were mentioned

earlier) should be discussed. These are listed below.

(1) The correction for the probe blockage effect mentioned earlier
in this section was computed from steady flow data. In fact, we should allow

for the probe blockage effect as follows. At each point in the ensemble-

averaged cycle at a given y-position (see Section 4.11, Section 4.12, p.135 ),

an (unknown) unsteady blockage correction should be applied to the computed

instantaneous velocity; then, from these corrected instantaneous velocities,

the values of v' should be calculated. The blockage correction technique

actually used essentially assumes that the unsteady blockage correction is

the same as the (measured) steady correction. There is some support for this

assumption ac follows. The magnitude of a typical unsteady velocity component

is %, 50 ft/sec. At this velocity, the flow will traverse the 1/8 in. thick-

ness of the hot-wire probe in

8 x 12 x50 00021 sec.
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A cycle time at the 9th harmonic frequency of 270 cps is:

1
= .0037 sec.270

Hence, it appears that the blockage effect around the probe should be

roughly established in about .06 of a cycle time, and thus the true block-
age correction should approximate the quasi-steady blockage correction for

the relevant instantaneous profile. The fact that these latter differ some-

what in shape from the steady profile will introduce some errors in using

corrections computed from steady profile data for unsteady profiles, but at

most instants in the cycle,the unsteady profiles are similar to the steady

profile in a very coarse sort of way, and these errors may not be too large.

This was the philosophy behind the application of the blockage correction

computed from steady flow data to the v' profiles. Errors may thus be

introduced into the - t/Px profiles as discussed above.

(2) We note that any acoustic streaming velocities (see Section

5.2) present will be interpreted in the 'eddy viscosity' analysis as erron-

eous variations in -,L /Px However, from Figure 96 and Table 20 (Section

5.2) we note, that, theoretically, the x-components of the acoustic stream-

ing velocities should be almost zero at x = 0% and 71%, and hence the

eddy viscosity calculations at these locations should not be subject to this

error. Again referring to Figure 96 and Table 20, we see that at x = 35%

and 100% , the acoustic streaming velocities are theoretically of maximum

value. However, following the discussion of Section 5.2, pp.19C-199, it is

shown that the features of the experimentally observed profile of

v'(x - 100%) - v'(x = 35%)(Figure 98) for y 4 .15 In. are not explainable

in terms of acoustic streaming, and hence, very likely represent a true eddy

viscosity effect. However, for y > .15 in., the shape of the profile

= 100%) - '(x = 35%) agrees fairly well with that predicted by stream-

ing theory, and hence any eddy viscosities computed in this region must be

regarded as extremely uncertain. Hence, at x-positions of x = 35% and 100%,

we feel that eddy viscosity data at, say y < .10 in. may be fairly free

from streaming effects, but that for .10 in. , y < .73 in. may be affected

by streaming. This tentatively follows from the fact that slopes of the

v'(x = 100%) - v'(x = 35%) profile (Figure 98) possibly due to acoustic stream-
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ing (dotted line, Figure 98) rapidly become small compared to those

W likely due to eddy viscosity effects for y < .1 in.

(3) Another possible cause for error is the use offT
' 0 Pvdt

T
0 dt

profiles to compute ",,at/Px instead of

= vdt

profiles. However in Section 4.13, pp.172, 173, evidence is given which in-

dicates that the v' profiles are very similar in shape to the V profiles.

Hence, calculation of -.At/Px from Cie v' profiles should be as satis-

factory as calculations from the v profiles.

(4) Another possible effect may result from the time-varying

'total' viscosity (at) . To explain this effect, we consider a periodic

laminar pipe flow as sketched below. We consider /,o to vary 'magically'

with r and t and consider the flow field to be independent of x and

incompressible.

W r

7ypicd/ 7nme Vdryl'- 9

coMAoV..dfs of the £4. X-Cpe.p, of

U Ve/ec4y/lofi/.

[FIGURE I1

* For lack of time, v profiles were not calculated in most cases.
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Then the time-average force balance on the fluid element is

- ;r P dx + 2 Yr rdx,&u = 0, (87)x r

or
Px + /ur = 0 (88)

We divide ," and u into time-average and time-varying components as
r

given below:

A' - A(89)

u + u' (90)r r r

Substituting Equations (89) and (90) into Equation (88) yields:

- rP
- + + 0 (91)

2 A4u +,4%u r M

The equation for " A/P corresponding to Equation (86) can be written as:
x

Sr 1 1 (92)

x r
' r

I 
+;

If As, does not vary with time (A' 0), Equation (92) corresponds exactly

to Equation (86) which was :.n fact used to compute -,at/P However, if

varies with time and is correlated with ur  (Au 0), in general

the profile of -A/P will differ from that of - Ik ur Thus if the

correlation -rvaries with r , the calculation of -,t/Px from

Equation (86) will not give a true profile of the average 'total' viscosity.

Unfortunately, we have no method to estimate the seriousness of this error

in the data presented in this report.

2
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(5) In the balance of forces taken leading to Equation (85),

we tacitly assumed that the momentum flux through the two faces of the

disk was the same, and that there was zero momentum flux through the edge of

the disk. We now discuss the errors which may be caused by these assump-

tions. We consider a steady laminar pipe flow with a viscosity (,g)

'magically' varying in x and y . We denote the x-component of velocity

by u . Equation (86) could be written, replacing /t by 14 and v'
C

by u as:

r2
r 2P~x

T -u = 0 (93)

The corresponding equation allowing for the neglected momentum fluxes is:

2r
A x ru 2 - u rudr (94)'- 2e 0 = x If x

However, because of the fact that the scale distance for x-variations

(= distance between a velocity node and the next velocity antinode
A

= - 12 in.) is much greater than the scale distance for y-variations4
(boundary layer thickness = half-diameter of pipe = .73 in.), th~e terms

on the R.H.S. of Equation (94) should be small compared to the terms on the

L.H.S. and thus Equations (93) or (86) should be satisfactory to compute

-,Mt/Px  in this respect.

We now begin discussion of the -"t/Px profiles as presented in

Figures 101 - 110 (see Table 24). First to be discussed are the steady-state

-,u /P profiles obtained from the pitot traverse (Figures 109-110). Fort x
the moment we will ignore the dotted line in Figure 110. As mentioned

earlier in this section, the pitot probe showed blockage effects for

y < .02 in., and for this region the velocity profile obtained from the

pitot probe was extended using the 'law of the wall'. Hence, the - 4t/Px

values shown in Figures 109-110 for y < .02 in. are merely those assumed

in the 'law of the wall!. However, for y a: .02 in., the -^t /P values

are legitimately obtained from experimental data., Figures 109-110 show the

usual roughly linear increase in -A' t/Px  out to 2 x .07
t x D 1.46 .10
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and a roughly constant value of -A4 /P for 2 x .2 .27 2 I
t x 1.46 ' D

The anomalous point at y = .6 in Figure 109 was determined from a very

small slope in the pitot velocity profile curve and hence a slight error

in the pitot tube measurement at this point would account for the anomalous

value of -,A t/Px

For comparison purposes, we present in Figure 112 the - e varia-

tions for steady flow as computed using the 'law of the wall' in the

form given in Section 5.1, Equations (68). Here, we have assumed constant

shear stress from O yA .10 in.; this is in error, of course, by- 14%

at y = .10 in.; however this error should only produce a gentle bend in

the curve of Figure 111, and we shall use the straight line for rough compar-

isons with experiment. The degree of bend which might occur is shown in

the -,,"t/P data obtained from the steady flow pitu profile (Figures

109-110). The kinks in these curves are likely due to experimental errors,

and errors in reading the derivative off the velocity profile curves. In

Figure 112, the solid curve gives the -,AtA/P values computed directly

from Equation (68). (The discontinuity is between Equations (68b) and (68c)

at y+- 3 0,and is faired in with the dashed curve.) The dotted line merely

extends that part of the solid curve where -o"t /Px  is proportional to y .

We note particularly that in the buffer region (5 4 y+< 30, .0016 in..yG .0095 in.)

the -,^ t/Px values fall below those lying on the extension of the -,4t/P xy

curve through ztro. This sort of behavior is not as apparent in Figure 110

for the steady-state data due to experimental scatter, but when the line of

-1 t /P x y is drawn through the mean of the points in the region

.02 in. C y 4 .07 in. in Figure 110 (dashed line), we see that the -.A't/Px

values lie below this line for y * .01 in. Of course, this must be so,

since we extended the steady-state pitot profile for y < .02 in. using the

'law of the wall'.

The - t/Px profiles obtained under oscillating, conditions are

now discussed. Because of the previously enumerated possible causes of error

in the -A't/P profiles, the following discussion is quite tentative in
t x

nature; however, the picture which develops is consistent with heat transfer

data which will be discussed later, and is thus more likely to be correct

than if based on the -,J44/P data alone. During the first part of this
LA
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discussion, we confine ourselves mainly to the data for yA: .1 in.,

where the ,. /P values should be more accurate than for y > 1 in.,

since they were obtained from greater slopes of the v' profiles, and albo

because the latter contained a higher density cf data points for y -- .1 in.

We first refer to the data taken at x = 35% (Figures 103 and 107). For

the moment we ignore the small graph superimposed on Figure 107. This data

was taken A downstream of a velocity node, and hence the flow has just
8

left the region of minimum disturbance by the oscillation. The interpreta-

tion of Figure 107 by the author is that during passage of the flow through

the nodal region, the -,A4 /P values almost settled down into typical
t x

steady flow values. The indications of this are the portion of the -. t/P
t X

curve which is closely proportional to y for .03 in. 4 y < .10 in., and

the fact that the -^t/Px values drop below the -. ' 4t/Px y curve
t X t X

extended to zero for .002 in. 4 y .005 in., as they should in ste:,dy flow

according to the 'law of the wall' (Figure 112). However, for

.005 in. < y 4 .03 in., the -A t/Px values appear to be anomalously high,

and the author attributes this to the generation of abnormally high turbulence

levels in this region due to the high A.C. shear vslues at these y distances.

We point out again that for Figures 103 and 107, the flow is leaving the
Aa

region of minimum disturbance (minimum local U ) and is moving into regions

with increasing U . We note here that we have no guarantee that theA t
values shown in Figure 107, .03 in. 4 y 4 .1 in., are 'normal' (as in steady

flow) since we have no Px measurements. The -,t/P x values in this

region merely appear to be 'normal' beceuse they are proportional to y .

Against the background of the above-mentioned 'normal-appearing' -.4,t/P
t x

values (in Figure 107), the values of -A"t/Px for .005 in. i y .03

appear to be abnormally high. Apparently, the region of maximum generation

of 'abnormal' turbulence is that of the spike at y - .0085 in. We note that,

while the exact details of the 'double-peaked' curve of Figure 107, especially

the deep minimum of -^t /Px  at y ; .01 in., should not be taken too

seriously, due to the previously enumerated possible causes of error, the

spike at y . .0085 in. appears to be fairly well defined and corresponds

to the negative slope region in Figure 77. At this point, we point out that

the negative slope regions of Figures 77 and 78 (and other figures) become

positive slope regions when the factor F (p. 209) correcting for the block-
v
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age effect of the hot-wire probe is applied to the hot-wire v' profiles,

Hence, the negative slope regions of Figures 77 and 78 do not represent a

true feature of the flow, but rather a probe blockage effect. Thus, all

-,bt./F x values calculated in these negative slope regions will be positive,

giving some support for the approximate validity of the hot-wire probe

blockage correction procedure discussed on p. 209 and 221,222. Returning to

the discussion of the -. t/Px  profile of Figure 107, the author feels,

as mentioned above, that the deep minimum at y i .01 in. may be a pro-

duct of experimental error and likely, the two regions of abnormally high

- '"t/Px centered on y A:.0085 in. and y = .02 in. should be more

smoothly joined. We now plot on the same scale, the non-dimensionalized

turbulence energy production as measured in steady pipe flow by Laufer

(Reference 30). This data is shown in the upper left-hand part of Figure

107, and was taken at Re 40,500. We have selected the scales so that

the values of y+ = Y / correspond in our data (for our data, y+

is computed for steady flow at the relevant Reynolds number) and the data

of Laufer. To explain the form in which Laufer's data is presented, we

define:

a = velocity in x-direction

b = velocity In r-direction

a, b = time-average components

a', b' = time-varying components (turbulence)

a = wall shear stress

Then, Laufer gives the turbulent-energy production rate, (Pr). as:

(Pr), E 2 da

4 dr (95)aT

Because of the non-dimensionalization, this form of the turbulent-energy

production should be equally applicable for our reference steady flow.

From Figure 107 it appears that the region of maxi m um producLion of 'abnormal'j turbulence under unsteady flow conditions is somewhat further from the wall
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(y+ 26) than the peak of turbulence production in the reference

steady flow (at y+,. 10). Due to the many possible causes of experi-

mental error discussed earlier, such conclusions are not certain. Whether

the region of abnormally high -,A4.t/P x  from .01 in. 4 y 4 .03 in. repre-

sents also regions of high turbulence production under oscillating condi-

tions, or whether these high values of -," /P represent mainly diffu-

sion of turbulence energy from a restricted region of abnormal turbulence

production .005 in. 4 y < .01 in. cannot be determined from the present

meager data. However, the possibility of a relatively narrow zone of

'abnormal' turbulence production under oscillating conditions is supported

by the very rapid fall off of the oscillating shear component with y .

From Equation (11), Section 1, we see that for laminar flow the unsteady

shear falls off as e Y/ A where SA = .00272 in. (from Section 5.1,

p.180 ) for our conditions of frequency, density and viscosity. In the

actu l case with turbulent flow, the shear may not fall as rapidly as

e 'Y7A , but still, the fall off is very rapid as compared to the roughly

I fall off of shear in the reference steady flow (this follows since
!P  is roughly c y for much of the flow region .001 in. 4 y .1 in.

in the steady flow case). Hence, the possibility that the zone of 'abnormal'

turbulence production under oscillating conditions is mainly the peak from

.005 in. 4 y .010 in. in Figure 107, and is thus much narrower than the

broad peak of turbulence production in the reference steady flow cannot be

disregarded.

Ve now give sume discussion of the possible effects of the 'abnormal'

turbulence on heat transfer. We give an estimate of the thermal resistances

of various regions of the flow under steady flow conditions. Since the

Prandtl number of the airflow is near unity, the velocity profile should be

very similar in shape to the temperature profilee if the duct was heated

(for fully developed flow). Hence, we could represent the shape of the hypo-

thetical temperature profile across the duct by the shape of the pitot pro-

file of Figure 93, extended using the 'law of the wall' as discussed on

p. 209 . Pitot profile data taken under slightly different conditions of

mass flow and mean velocity are shown in Figure 113. Using the analogy of

the shapes of the velocity and hypcthatical temperature profiles, fractional

thermal resistances of various regions vere computed, and are shown or.
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Figure 113. We see that the region of 'abnormally' high -At/Px  in

Figure 107 (.005 in. < y < .03 in.) includes a fairly substantial

fraction of the thermal resistance in the steady flow case (- .24, see

Figure 113), which is in keeping with the proposed importance of increased

turbulence exchange properties with respect to heat transfer in the duct.

We also note the great importance in the steady flow case of the region

y < .005 in., which contains .42 of the thermal resistance. Before dis-

cussing the - 4t/Px profiles at other x-positions, we introduce the

idea of the 'steady flow reference line'. For a given plot of -,A4t /P values

under oscillating conditions, this line would be determined as follows.

4t values from steady flow data, and the P value taken from the rele-

vant unsteady flow data would be combined to yield a set of - 0&I/
t x

which could be plotted on the graph along with the oscillating flow values

of -/t /Px . Since we have no P measurements, this cannot in practice
t xX

be done. If the steady flow At data could be closely represented using

the 'law of the wall', the resulting plot would look like Figure 112 except

for a alight bend in the main portion of the curve due to the varying shear

stress for 0 4 y 4 .1 in. as discussed on p.226 . The line corresponding

to the straight line through the origin in Figure 112 then represents the

values in steady flow, (properly scaled as compared to the unsteady

flow data), except in the buffer and laminar sub-layer regions for

y < .01 in., and for the slight bend mentioned above. We call this line

the 'steady flow reference line'. The assumption made in the previous dis-

cussion of the data of Figure 107, that the -,4& t/P values for

.03 in. < y 4 .10 in. are 'normal' is equivalent to assuming that the nearly

straight line defined by the data points in the region .03 in. y-! .10 in.

is identical to the 'steady flow reference line'. If the "At values in

this region, in spite of appearing 'normal' (lying on a straight line through

the origin), were in fact greater than the corresponding steady flow values

by, say 30% (which value would have to be uniform over the region

.03 in. 4 y 4 .10 in., to explain the fact that the -,t /Px values there

do lie on a straight line through the origin), the'steady flow reference line'

would lie ~ 30% below the line defined by the points with .03 in.&y 9.10 in.

If this were true, in our previous discussion of the data of Figure 107, we

should ha%,! pointed out the abnormally high -,AL t/Px values for .03 in. -y-C.i in.



- 233 -

However, even if the data of Figure 107, .03 in. -. y - .1 in. does not

correspond exactly to the 'steady flow reference line', much of the argu-

ments presented on generation and diffusion of the turbulence still apply,

because whatever the (unknown) location of the 'reference line' the I-t/Px

values in the region .005 in. < y - .03 in. divided by the 'reference line'

values are much higher than similar values computed for .03 in.-ey 4 .1 in.

In discussing data at other x-positions, we shall make tentative assignments

of the position of the 'steady flow reference line' using regions of 'normal-

appearing' (4y) -St /P values as was done for Figure 107. As discussed

above however, much of the discussion of regions of generation and diffusion

of turbulence would still be applicable even if the tentative assignment of

the position of the 'steady flow reference line' is somewhat incorrect.

We now discuss the - profiles Figures 104 and 108 computed at

an x-position of 0%. At this x-position, we are A/8 downstream from the

point at which the data of Figures 103 and 107 was taken and are located at

a velocity antinode (the position of maximum disturbance of the velocity

flow field by the oscillatit.ns). At this point, we discuss mainly the data

of Figure 108 (y 4 .1 in.). We first note that the -,44t/P profile in

Figure 108 gives much less evidence of any regions with 'normally varying'

(similar to the variations occuring in the steady-state, see Figures 110 and

112) -A^,!P than Figure 107. This is in part due to the shoulder of the
t x

* peak in -,t/P at y ; .25 in. (we note that these phenomena for
t X

y > .1 in. will be discussed later). The -A'/P values in Figure 108 at
tx

y = .032, .05 and .07 in., seem roughly to fall on a straight line through

*the origin and we very tentatively take this line to bu the 'steady flow

reference line'. Using this 'reference line', we see that the peak of t/Px

at y z.0085 in. in Figure 108 is much higher than the same peak in Figure

107 which is consistent with the former being in a region of much greater

disturbance of the flow by the oscillations. Although it is not immediately

apparent, the -A./P values divided by the reference line values are
t X

larger for most of the region .01 in. 4 y 4 .03 in. for the data of Figure
108 compared to the data of Figure 107. This, also, is consistent with the

greater opportunity for generation of turbulence in the former case. A most

important feature of the datd of Figure 108, due to the very high thermal

resistance of that region, (see Figure 113) is the apparently greater values,
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in the region y < .005 in., of -,-t/P x  divided by the tentatively

assigned 'reference line' values in Figure 108 as compared to Figure 107.

This last statement, unlike the earlier statement about the high peak of

- ~t/P x at yt .0085 in., is quite sensitive to the location of the

true 'steady flow reference line'. If the tentatively assigned'reference

lines'for Figures 107 and 108 are substantially in error, the above state-

ment about the region y < .005 in. may be completely incorrect. However,

as there is some support for the correctness of the locations of the tenta-

tively assigned 'reference line' in Figures 107 and 108 from heat transfer

&ta,(which will be described later), we make the following statement on the

assumption that these lines are correctly located. If this is so, it appears

that the higher values -,A&,/P compared to the 'reference line' values for

y C .005 in. in Figure 108 (as compared to Figure 107) are due to either

increased generation of turbulence in this region or to diffusion of turbu-

lence from the higher main generation region centered at y.- .0085 in.

Both hypotheses are consistent with the fact that the data of Figure 108
A

was taken in the region of maximum local U

We now discuss the -141 /P profiles of Figures i01 and 105, taken
t x

at an x-position of 100%. While this data was in fact taken about 3A/8

upstream of the data of Figures 104 and 108, because the node-antinode pattern

repeats itself every A/2 , the data corresponds to that which would be

obtained A/8 downstream of x = 0% (Figures 104 and 108). Hence, at this

point, the flow is leaving the region of maximum disturbance by the oscillation.

(The location is A/8 downstream of a velocity antinode.) Referring to

Figures 101 and 105, we see that, again, there is little resemblance of the

-/, t/Px  profile to the 'normal' (steady flow) profile. Based somewhat on

the y positions where we previously (Figures 107 and 108) used unsteady

-1, t /Px  data to tentatively locate 'rt-farence lines'.we very tentatively

use the data at y = .07 and .10 in. to define a 'referencq line' (dashed)

in Figure 105. Using this reference line, we now discuss some aspects of

Figure 105. The peak of -At /P at y .0085 4a. in Figure 108 has shrunktx

to a small bump in Figure 105. If this peak represents the main region of

generation of 'abnormal' turbulence, as postulated earlier, this behavior is

consistent with the fact that Figure 105 refers to conditions of weaker flow

disturbance by the oscillation than Figure 108. Also, it appears that some
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of the 'abnormal' turbulence (indicated by -At t/P x valtes above the

'steady flow reference curve') located at y 4 .03 in. in Figure 108,

has diffused outwards as far as y = .07 in. by the time the flow reaches

x = 100% (Figure 105)). Finally, it is noted that -,-4 /Px values divided

by the reference lines values are much the same in Figure 105 as in Figure

108 for y 4 .005 in. If the 'reference lines' in Figures 108 and 105 are

in error, the first two observations(referring to the postulated main region

of 'abnormal' turbulence generation, and the diffusion outwards of turbu-

lence between the locations of Figures 108 and 105) are still quite signi-

ficant. The last observation, referring to the -. /P values for
t x

y < .005 in., may, of course, be completely erroneous if the 'reference

lines' are substantially in error.

We now consider the -,44 t./Px profiles taken at x = 71% (Figures

102 and 106). This data was taken A/8 downstream of the location of

the data of Figures 101 and 105, and at the region of minimum disturbance

of the flow by the oscillation (velocity node). Examining the data of

Figures 101 and 105, again we see somewhat more evidence of regions of

'normal' (as in steady flow) variation of -A^t /P than in Figures 104

and 108 and Figures 101 and 105. This is as follows: the -, t/Px values

at y = .07 and .10 in. lie closely on a straight line through the origin,

and the point at y = .15 in. lies much closer to this line extended in Figure

102 (x = 71%) than the corresponding points in Figures 104 and 101 do to

the tentatively assigned 'reference lines' in those cases. In the latter

cases the points at y = .15 in. lie on the steeply rising shoulder of the

_ t/P x peak located centered at y - .25 in. Hence, we take the dashed

line in Figure 106 as the tentatively assigned 'reference line'. Using this

reference line, w' 1riefly discuss some features of the data of Figure 106.

Comparing Figures 105 and 106, we see that the -,'t/P values divided by

the reference line values are much lower in Figure 106 than in Figure 105

for y < .02 in. This is consistent with the interpretation that on enter-

ing the zone of minimum disturbance of the flow by the oscillation the

smaller scale (y 4 .02 in.) 'abnormal' turbulence caused by high A.C. 3hear

in the antinodal regions rapidly decays towards the steady flow values. The

fact that the -&" values for y .01 in. are aproac * the staady-

state values in Figure 106 is suggested by the observation that the -4t/Px
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values in this region are considerably below the 'reference line' and

in this respect Figure 106 shows a resemblance to the steady flow -A4 /Px

profiles of FigL.res 110 and 112. Again comparing Figures 105 and 106,

it appears thdt the 'abnormal' -A t/Px values divided by the 'reference

line' values are quite similar for the region .02 in. 4 y 4 .07 in. The

follow,. g tentative interpretation is advanced for this fact. The 'abnormal' i
turbulence in range .02 in. < y < .07 in. is of larger scale than that for I
y < .02 in. Hence, it is postulated that, when the flow has arrived at

x = 71% in the weakly disturbed region, sufficient time has elapsed for the

small scale 'abnormal' turbulence to decay considerably (for y ' .02 in.). i

The larger scale 'abnormal' turbulence for .02 in. 4 y 4 .07 in. has had

insufficient time to decay. I

We now make a few remarks comparing the - tt/P x profiles at x = 100%

(Figures 101 and 105) and x = 71% (Figures 102 and 106) with those at x = 35%

(F:gures 103 and 107). The latter profiles have been described previously

earlier in this section and were taken A/8 downstream of those at x - 71%.

The data at x = 71% is at the region of minimum disturbance of the flow

by the oscillation, while that at x = 35% is further downstream in the

region of increasing disturbance. We present now a very tentative history I
of the development of the 'abnormal' turbulence from x = 100% (Figure 105)

to x = 71% (Figure 106) to x = 35% (Figure 107). Referring to Figure 105,

we see that on entering the region of minimum disturbance the flow apparently

has a wide spread band of 'abnormal' turbulence, 0 4 y 4 .07 in. By the

time the flow reaches the center of the region of minimum disturbance (Figure

106) the smaller scale 'abnormal' turbulence for y 4 .02 in. has decayed

considerably towards the steady-state values. At this point, however, the

larger-scale 'abnormal' turbulence for .02 in. 4 y - .07 in. present in

Figure 105 has decayed very little. Finally, when the flow passes the end

of the minimum-disturbance region (Figure 107), 3ufficient time has passed

for even the larger-scale 'abnormal' turbulence for .03 in. 4 y < .07 in.

to decay towards the steady-state values. At this last x-position, we are,

of course entering the region of greater flow disturbance and we see also,

the generation of new 'abnormal' turbulence in the region .005 in.4 y 4.03 in.

At this eoint, we have returned to the location (x 35%) at which we began

to discuss the -,t/Px profiles (see p. 2 2 8). I"
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We now make some very tentative estimates of P for the case of~x
oscillating flow. If the locations of the tentatively assigned 'steady

flow reference lines' in Figures 105-108 were in fact correct, the values

of P for these cases as compared to that for the steady flow casex

(Figure 110) could be determined by dividing che slope of these 'reference

lines' into the slope of the dashed line in Figure 110 which approximates

the -,/P data there for .02 in. -C y - .07 in. The values of
- x

Px/Px,steady flow so obtained are plotted versus x-position in Figure 114.

The positions of velocity nodes and antinodes are showni. Since the flow

pattern repeats itself every A'/2 along the duct, the 4 experimentally

obtained values of P x xsteady flow were reproduced at this interval in

Figure 114 to allow a better picture of the variation of P /P
x x,steady flow

versus x-position to be obtaired. We compare tiis curve with the heat

transfer data of Figure 42, to see if any evidence of analogy between heat

and momentum transfer is apparent. By examining Figures 71-78 which show

the v' data from which the -At/Px data of Figures 101-108 were calcu-

lated, and thence the Px/Px,steady flow data of Figure 114, we see that

the mean values of the flow parameters for the data of Figure 114 are

Re = 100,400

M = .0322a

S = 5.80a

UA/U = 2.16

From Figure 42, the values of the same parameters for the heat tranxsfer

data are

Re = 99,100~a

M = .0304
a

S = 6.41
a

UA/U = 2.31I A
The &uthor feels that the slight differences in these parameters are quite
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unimportant for the comparison being made. Hence we regard the

Px /Px,steady flow data of Figure 114 and the heat transfer data of

Figure 42 as taken under essentially the same flow conditions. We note

that the resemblance between the Nu values taken from Figure 42 asn

compared to the steady flow values and the P x/Px,steady flow values of

Figure 114 is quite crude. From Figure 114,we see that the average frac-

tional increase in P (under oscillating conditions, as compared to

steady flow conditions) is about .85, while from Figure 42 the average frac-

tional increase of Nu is .-.30 . The fractional amplitude of the oscil-n

lations of P from Figure 114 is %, .55 and the corresponding number

from the heat transfer data of Figure 42 is ~ .56 . Finally the extrema

of P in Figure 114 are located about 0.8( /8) downstream of the nodes

and antinodes, whereas the extrema of Nu divided by the steady flown
values are roughly located at 0.1( A/8) downstream of the nodes and anti-
nodes. The author feels that further comparison of the P and Nu data

x n

referred to abcve is not profitable for the following reasons. First, there

are the many possible causes of error in the calculations of -,44,t/P. as

enumerated near the beginning of this section. Perhaps more important is

the fact that even if the -44 t/Px  profiles were correct, the plot of

Px /Px,steady flow depends strongly on the locations of the 'steady flow

reference lines' in the unsteady flow - t/Px profiles. If these are

substantially in error, the shape and level of the Px/Px,steady flow curve

in Figure 114 would be strongly effected. For instance, it is possible that

because of the presumably greater overall generation of turbulence in the

oscillating flow case, the regions of the -,44t/P x profiles (mainly

.03 in. < y 4 .10 in.) in Figures 105-108 used to locate the 'reference lines'

do not, in fact, have At values similar La those in the reference steady

flow but rather considerably higher values. If this is so, th" true location

of the 'steady flow reference lines' in Figures 105-108 would be lower than

the tentatively assigned 'reference lines' actually used, and the average

level of Px/PX, steady flow in Figure 114 would be considerably

increased. We note that these possible errors in the locations of the

'steady flow reference lines' while strongly affecting the Px/Px,steady flow

data of Figure 114, still leave much of the earlier discussion of turbulence

generation, diffusion and decay rotghly valid. However, uf course, the
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possible causes of error in the determination of the -ot/Px Profiles

enumerated near the beginning of this section mean that the earlier dis-

cussion of turbulence generation, etc., is tentative in nature.

We discuss the heat transfer data, which,as mentioned on p.226,

tends to support the picture of the development of turbulence described on

pp. 226-236. The heat transfer data appears to be roughly consistent with

the -/,t/Px profiles using the tentatively assigned 'reference lines';

this is a point supporting the location of these lines. For the following

discussion, we regard the location of these lines as correct and we shall

see that a fairly consistent qualitative agreement is obtained between the

-At /Px  profiles and the heat transfer data. On p.237 , we compared the

average flow parameters of the data of Figure 114 (which are the same as

the average flow parameters for Figures 105-108) with those of Figure 42,

and pointed out that the differences are small. Hence, in the following

discussion, we regard the flow conditions under which the -,AW t/Px data

of Figures 105-108 was taken as identical to those of Figure 42 (the heat

transfer data). From Figure 42 we see that the minima of heat transfer at

about chamber 10 is considerably higher than that at chamber 22. This may

be due to thermal development of the boundary layer between chambers 10 and

22, (see Section 5.4) and will be ignored for the present discussion. At

this point we again refer to Figure 113 to obtain some idea ;f the thermal

resistances of the various regions of the flow. The resistances of Figure

113 assume similarity of the velocity and temperature profiles and hence

apply strictly only for fully-developed steady flow. However, these values

should still give some idea of the thermal resistances for the oscillating

flow case, and will be used in the discussion below. From Figure 113, we

take the following fractional thermal resistances (see Table 25 next page).

We first refer to Figure 106 (x = 71%) which corresponds to the velocity node

in Figure 42 between chambers 8 and 9, and Figure 107 (x = 35%) which corres-

ponds to position midway between the V.N. and V.A. lines between chambers

11 and 12 in Figure 42. From Figure 42, we see that the unsteady heat trans-

fer is about .19 above the steady flow value at x = 71% and about .32 above

the steady flow value at x = 35%. From Figures 106 and 107, we see that

is apparently higher at x = 35% than at x = 71% for the region

.005 in. 4 y < .02 in. However, from Table 25, we see that this region contains
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TABLE 25

y-POSITION (in.) FRACTIONAL THERMAL RESISTANCE

0- .005 .43

0- .01 .56

0 -. 02 .63

.005 - .01 .13

.01 - .02 .07

.005 - .02 .20

.02 - .1 .16

only roughly .20 of the fractional thermal resistance, whereas the region

04y <.005 in., containing roughly .43 of the thermal resistance, has

quite similarA&t values at x = 35% and x = 71% . Because of the latter

fact, the relatively small increase of heat transfer from x = 71% to

x = 35%, in spite of the large increases inAt between y = .005 in. and

y =.02 in. appears fairly consistent. We now refer to Figure 108 (x = 0%)

which corresponds to a location just upstream of the V.A. line between cham-

bers 14 and 15 in Figure 42, and at which location Figure 42 shows a frac-

tional increase in heat transfer of -- .56 . This relatively large increase

in heat transfer from x = 35% to x = 0% is consistent with the substan-

tially higher values of ,Mt shown in Figure 108 as compared to Figure 107

almost throughout the region 0 4 y<.Ol in., which includes roughly .56 of

the thermal resistance (from Table 25). These increases in,," t  (from

x 35% to x = 0%) include both the increase in the height of the peak at

y '.0085 in., and the rise inS'. for y4.005 in., which latter is espe-
tcially important as it includes roughly .43 of the thermal resistance. The

values of/A4 are apparently quite similar for .01 in.Z yZ.02 in. at
t

x = 35% and x = 0% , but this is not inconsistent with the difference in

heat transfer at these two locations since the fractional thermal resiqtance

of this region is only roughly .07 (Table 25). We now refer to Figure 105

(x = 100%) which corresponds to a location just downstream of chamber 1.8 in
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Figure 42. At this location, the heat transfer under oscillating condi-

tions is fractionally about .23 higher than that under steady flow condi-

tions. The drop in heat transfer fmom x = 0% to x = 100% is the

least consistent part of the present attempt to correlate heat transfer

and -4 t/Px data, since the 44t values for 0<y <.02 in. in Figures

108 and 105 are much the same except for the great reduction of the peak

at y-a.0085 in. However, the region of this peak (.007 in.( y-C.010 in.)

only contains a fractional thermal resistance of -, .06 (Figure 113) and

the reduction of this peak alone is not sufficient to account for the heat

transfer reduction from x = 0% to x = 100% . Finally, we refer again

to Figure 106, which represents conditions at the velocity node located

roughly at chamber 21 in Figure 42 (as well as that located between cham-

bers 8 and 9). The heat transfer at this location is .97 of the steady

flow value. The drop in heat transfer from x = 100% to x - 71% is

consistent with the drop in A- throughout the region 0< y-C.02 in. fromt

Figure 105 to Figure 108. From Table 25, we see that this region contains

roughly .63 of the thermal resistance. Especially important with respect

to the drop in heat transfer from x - 100% to x = 71% is the drop in

/4t  from Figures 105 to Figure 108 in the region 0<y <.005 in., which

contains roughly .43 of the thermal resistance. Thus, a fair correlation

can be established between the 4& values for 0 <y e.02 in. (which rcgion,
t

from Table 25 should contain roughly .63 of the thermal resistance of the

flow), assuming the tentatively assigned 'reference lines' to be correctly

located, and the heat transfer data taken under essentially the same flow

conditions.

A slight further confirmation of the -,At /PX  data can be obzained

from the v profiles (Figures 83-90). Before presenting this, we give a

brief discussion of the V profiles. We compare the observed behavior of

v with that predicted for laminar flow. For laminar incompressible flow

in a pipe with the oscillations driven by a sinusoidally time-varying pres-

sure gradient, the unsteady flow velocity is given by Equation (11),

Section 1. The analysis is done on pp. 5,6 , Section 1. An important param-

eter in this analysis in the A.C. boundary layer thickness

6A 64i (67)

I.
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calculated on p.180, Section 5.1 for the 9th harmonic frequency and

typical conditions of duct temperature and pressure as .00272 in. In

Reference 28, p. 231 a graph of the mean square velocity (U ) divided

by the same far from the wall (U2) versus Y/SA is given. For this
A A 0

system U/U (Uo =U value far from the wall) is simply given by
0

Z A
U (96)

U

The graph in Reference 28 show' that U/U reaches a maximum value of0

about 1.068 at y = 2.28 6A and essentially falls off to I by y = 56A"

For our case, then, based on laminar flow theory the maxima of U(v)

should occur at 2.28 x .00272 = .00620 in. and 'U should essentially reach a
constant value for y 5x.00272=.0136 in, We.see that the location of the

peak of U/0 in the theoretical laminar flow analysis varies as
0 

Hence,for this constant-viscosity analysis, the peak of U/U is located
0

farther from the wall, the greater the viscosity (y) . In the actual

flow situation, with turbulent flow, the total kinematic viscosity (mole-

cular plus eddy viscosities, Atil ) is varying rapidly near the wall,

so the laminar flow solution of Equation (11), Section 1 does not strictly
A

apply, but one would still expect the peak of U/U to be farther from
0

the wall in a case where the Att values were larger at most y-positions

of interest (in the region of the peak of U/U ). From the data of Figures
SAA

83 90, we prepare the following table of the maximum value of U/U

L= ma and the y- value at which this maximum occurred.

TABLE 26

x-POSITION FIG. NO. Y y-POSITION AT WHICH
(y o max. OCCURS

U]max.

7. - - in.

100 87,83 1.11 .006
71 88,84 1.19 .007
35 89.85 1.22 .008
0 I 90,86 1.11 .014

LAMINAR FLOW THEORY 1.068 .00620

Note: ior Lhe experimental data of Table 26, in the table is
equivalent to O in Figures 83-90.
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A A

The fact that the maxima of IU/Uo ) a'ce considerably larger than predicted

by the laminar flow theory rnd the much slower experimentally observed
A

fall-off of U with increasing y as. compared to that predicted by the

theory are almost certainly due to the blockage effect of the hot-wire

probe which tends to make the probe indicate abnormally high velocity

values near the wall. No explanation can be given for the wide variations

in the amount by which the experimental values of (U/U o)max. exceed the

theoretical laminar flow values. This blockage effect can be seen in

Figure 93, Section 4.13 which shows steady flow hot-wire and pitot traverses

of the duct. The pitot profile, as discussed on p. 170, appears likely

to be very close to the true velocity profile. While the blockage effect

shown in Figure 93 was observed in steady flow, as discussed on pp.221,222,

a similar blockage effect should apply in unsteady flow. Because the effects
A

of probe blockage vary rapidly in the region of the v peaks shown in

Figures 87-90, the fotms of these peaks are likely considerably modified

when the unsteady blockage corrections, which are not known exactly, are

applied. However, the greater distance from the wall of the peak of @

at x - 0% (Figure 90) as compared to the corresponding distances at other

x-positions (see Table 26) does give some slight evidence of greater total

viscosity (at ) at that location. This is consistent with the fact that

the maximum of heat tvansfer occurs very near this x-position, which nearly

corresponds to the velocity antinode located between chambers 14 and 15,

Figure 42. It is also roughly consistent with the -/U /Px data of

Figures 105-108, which shows (assming the tentatively assigned 'reference

lines' to be correctly located) that the maximum average aCCt level over

0/y <.02 in. (which includes the region of the peaks of v ) occurs at

x - 0% . Mainly because of the uns;teady blockage effects, which are not

known exactly, the support which the v profiles lend to the picture of

the development of turbulence outlined from the -/4t/Px profiles is

fairly weak.

We now discuss briefly, the -At /Px profiles for y 0 .1 in.

(Figures 101-104). Examining the v' profiles of Figures 71-74, from

which the -, /Px profiles of Figures 101-104 were derived, we see that

in the region y > .1 in., the slopes of the v' curves are very low and

and the density of data points is small, both these factors compared to
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those in the region y < .1 in. These two factors tend to make the

-A/Px data in the region y • .1 in. much less accurate relative
t x

to that in the region y < .1 in. For ir.stance, considering Figure 71,

we refer to the data points at y = .4 and .5 in. which apparently show

a scatter compared to the smooth curve drawn for v' of --,.6 ft/sec . If

the smooth curve were raised or lowered in this region, say, .3 ft/sec,

-- t /Px  would there be changed 100% or more. Referring now to the

-I /Px profiles of Figures 101-104, we note first that since r in'tx
Equation (86) from which -/ut /Px  is calculated is zero P.t y - .73 in.,

noxno -Att/P x value can be calculated there. Secondly, the -Att /Px

values calculated at y-positions indicated by circles in Figures 102 and

104 are more than twice the neighboring values, and are hence regarded by

the author as even more untrustworthy than the remaining -/U t /Px  data

for y > .1 in. These values of -^ t /Px were computed from locations

on the v' profiles with slopes near zero, which value would yield an

infinite value of -,tt/P x  if the probe blockage correction factor, Fv

(see beginning of this section) were 1 in this region. Another possible

cause of error for the -^t/P profiles at x = 35% and x = 100%

is the possible presence there of acoustic streaming velocities, which would

be interpreted as erroneous variations in -At /P (see pp.222,223). Also,
t x

relatively slight variations of the true (unsteady) (unknown) blockage

correction applied to the v' profiles to enable -A t/P x  to be calculated

*(see pp.209,221)from the assumed form of this correction obtained from

steady flow data could cause substantial errors in the -,A /P values in

the region y > .1 in., since the slopes of the v' profiles are very low

there.

If the peak in -Att/P x  observed between y = .25 in. and y = .4 in.

in Figures 101, 102 and 104 is a true feature of the flow, presumably it

would represent another region of generation 9f 'abnormal' turbulence by the

oscillation. It this was so, it is difficult to sc why the greatest height

of this peak compared to the tentatively assigned 'reference line' occurs at

x = 71% (Figure 102) which is the location of minimum disturbancc4 of the

flow by the oscillation. Related to this fuct is the fact that unlike the

apparent . variations for y .1 in., the apparent ,, t variations

for y > .1 in., are not supported by the heat transfe. data. (Under any

ia

a
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conditions it would be difficult to support indicated A4t variations
for .1 in.4 y ,'.73 in. by heat transfer data, since from Table 25, this

region contains only about 21 of the thermal resistance of the flow.)

Because of the facts discussed above, any conclusiont; made on the basis of

the -A /P data for y >.I in. are extremely tentative.
t x

There is some slight support for the possibility that another region

of generation of 'abnormal' turbulence exists away from tIl duct wall which

may be obtained from power spectrum data of the turbulence in the pipe.

For this reason and for use in Section 5.5, we examine power spectrum data

for steady turbulent pipe flow taken from Reference 30. This data was taken

in fully developed airflow in a pipe of 9.72 in. inside diameter at a Rey-

nolds number of 4.25 x 105. The airflow was essentially at room temperature

and pressure. Since we are interested in transfer of heat in the r-direction,

we examine the power spectrum of the r-component of turbulence. Here, we

let a(b) and a'(b') be the time-average and time-varying components of

the x(r)-velocity respectively. The data of Reference 30 is given in the

form of the amount of b' energy per unit wave number interval versus

wave number (k) We refer to this function as Er, the units of which in
3 2 ,2r

Reference 30 are cm /sec2 . b'  is related to E .s follows
r

b'2  J I k (97)-4 r

Now, the data 'as actually taken with a frequency analyzer which measured

the signal ener,,y content per unit frequency interval as a function of (A)

No statement is given in Reference 30 about the relation between w and k

We assume that

W0 ka (98)

The data of Reference 30 is presented as graphs of

E f(k) (99)
r

We now make some transformations ond finally, present this data in another

form. Let Elr be the amoun: of b' energy pez unit frequency interval.

Then, we can write:
EE

El r (100)
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I
Non-dimensionalizing El1  usiug the mean flow velocity in the pipe (a)

and a characteristic frequency ;/D , we obtain

E lrE
Er = - a (101)

a D aD

Non-dimensionalizing W in the same way yields

2 WD = kaD (102)

2= a a

The power spectrum in the form E2r f g(aJ2) is, of course, independent

of D and a, providing the Reynolds mnmber is unchanged. Finally,we intro-

duce logarithmic representation As follows

kaD (103)
" V 2  log10 LO 2  log10  (

a

E kEr 2_ ln(10) E ln(10) _r- ln(10) r (104)

F2r 2 2r = a (10 -1
a aaD a

We note that

=k22 V22 kEr a aDdk 1 2
F dV ln(10) - E =(15

2rd 2 = 2 n(1) a 1n(10) kaD a 2 " fEdk (105)

so that, with linear scales for F2r and V2 , in the plot of F2  =h )

the area under the F2r curve, between the two valuesof corresponding

to k and k2 , when multiplied by a gives the b'2  energy between k1

,nd k2 . We present the data of Reference 30 plotted in the form F2r = h( 2)
2 * 22

for 2y/D = .691 and .074 in. in Figure 115. Since this data was taken at
5 5Re = 4.25 x 10 and the present author's data at Re-t'l05 , the data of

Figure 115 does not correspond exactly to that to be expected under our

reference steady flow conditions, but should give a rough approximation. The

values of y in our apparatus corresponding to the 2y/D values of the F
2r

data are .505 and .054 in. These y-values are shown In Figure 115. We note
that iD

S[aD =  l-l
2 = 1C,8110 -= = log1 0  log10  (106)Ia a



248

000

IT )

Fiur 115



- 249 -

-.here S is the Strouhal number of the turbulence. We can thus add the

strouhal number scale shown in brackets on the abscissa of Figure 115.

Referring to the v' profiles of Figures 71-74, we see that the average

oscillation Strouhal number for these tests is 5.80. This value is shown

on Figure 115. Thus, one could use Figure 115 to very roughly compare the

frequencies of the oscillation and of the r-component of turbulence at the

two y-positions shown under oscillating conditions. (The comparison is

very rough because the power spectrum data was taken under steady flow

conditions, and at a somewhat different Re value.) From Figure 115, it

appears that, for the present author's tests, in the central regions of

the duct, the turbulence energy is mainly in a band centered at about twice

the oscillation frequency, whereas at y - .05 in., the band is centered

at - 10 times the oscillation frequency.

Because the oscillation frequency is close to the center of the

energy-containing band of turbulence frequencies in the central regions

of the duct, but is farther from this frequency band near the wall, it

is possible that the oscillation would be more effective in generating
'abnormal' turbulence in the central regions of the duct than nearer the

wall (excepting the region of very high A.C. shear values (y < .03 in.) dis-

cussed earlier). This would, of course, be because the oscillation is more

likely to be near resonance with an eddy in the central regions of the duct,

than in the wall regions. This mechanism could be speculated as a possible

'explanation' of the nature of the peak of - A t/P shown in Figures 101,

102 and 104 in the region .25 in. 4 y <.4 in. - if this peak is a true

characteristic of the flow and not a product of experimental error (see PP.244,

245 ). If this speculation did correspond to the facts, the lower levels

of - /Pt/x in the region .45 in. < y <.73 in. as compared to the peak

at j -'.3 in. might be explained as due to the lower steady component of

shear in those regionz. The unsteady component of shear is likely very

small beyond y 20 d . 06 in. on account of the exponentially decaying
A

nature of unsteady x-velocities indicated by the laminar flow solution,

Section 1, Equation (11), despite the fact that actual flow has large varia-

,Aons of ,4 t near the wall. Our very speculative explanation of the loca-

tion of the peak of - A't/Px at y -. 3 in. would then be that nearer the

center of the duct, the steady shear values are too low for large 'abnormal'
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turbulence production although many of the eddies are near resonance

with the oscillation, while nearer the wall, the steady she&r values

are large, but the turbulence frequencies are, for the most part, too

far removed from resonance for large 'abnornal' turbulence production.

Lest the reader attach too great a significance to the above specu-

lations on the generation of 'abnormal' turbulence in the region of the

- .4d t/Px  peak at y -. 3 in. shown in Figures 101, 102 and 104, we refer

him back to pp.244,245,where the reasons for the extreme uncertainty of the

44 t /Px data taken for y ;7.1 in. are outlined.

We now discuss some possible improvements in experimental technique

and possible additional measure-ants which might in the future be made on

the author's apparatus. A most important improvement, in the author's

opinion would be a reduction of the hot-wire probe blockage effect, which

introduces great difficulties in the interpretation of the experimental

data as mentioned in many places in Sections 5.2 and 5.3. From Figure 49,

it is apparent that the large size of the wire support needles and the

closeness of the 1/8 in. diameter body of the probe of the wire are likely

the cause of the probe blockage effect. In Figure 116, we have sketched

two of the hot-wire probes obtained from Thermo-Systems, Inc., Minneapolis,

Minnesota, Figure 116(a) being the probe which was used to obtain all hot-

wire data presented in this paper. The probe illustrated in Figure 116(b)

should produce much smaller blockage effects, since the 1/8 in. diameter

body of the probe is much farther from the wire and, also, the support

needles are of much smaller diameter near the wire than for the probe of

Figure 116(a). However, when the probe of Figure 116(b) was tried under

typical conditions of oscillating flow, extremely large oscillations were

observed on the output of the hot-wire amplifier (superimposed on the veloc-

ity signal). As discussed previously, in Section 4.6, with respect to the

probe of Figure 116(a), these oscillations are suspected by-the author to

be due to vibration of the wire support needles causing the hot-wire to act

as a strain guage. However, the oscillations observed for the probe of

Figure 116(b) were much larger than those observed for the probe Figure

116(a), and could not be much reduced by the use of a slackly mounted wire,

which was successful in reducing similar vibrations for the latter probe

(Section 4.6). Hence, probes of the type shown in Figure 116(b) could not

I
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FIGURE 116
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be used. If the excitation of the wire support needle vibrations is

primarily by vibrations of the duct assembly caused by the siren wheel

drive system, the former could be reduced as follows. When hot-wire

measurements are taken on the apparatus, the configuration is as sketched

in Figure 31, with the stefm-heated section shown there replaced by the

traversing test section shown in Figure 44, which mounts the hot-wire probe.

At present, the siren wheel drive system (see Section 3.1) is rigidly con-

nected to an I-beam running parallel to the duct which also mounts the

latter. Hence, the severe vibrations produced by the siren wheel drive system

are directly transmitted to the duct. If the duct and the siren wheel drive

system were independently mounted on the floor, the vibration transmission

to the duct could be much reduced. Since the gap between the downstream

surface of the variable area nozzle (Figure 31) and the siren wheel is very

small, the variable area nozzle and the last foot or so of the duct would

have to be rigidly connected to the siren wheel drive system, necessitating

a flexible joint in the duct about 1 foot upstream of the siren wheel.

If, however, the main cause of excitation of the wire support needle

vibration is the oscillation cf the airflow, of course, the above described

modifications will have little effect on the support needle vibrations. In

this case, the strain-guage effect produced by the support needle vibrations

for the probe of Figure 116(b) might be greatly reduced by joining the

needles with a thin metal bar at about point A (Figure 116(b)). The bar

would have to be thin, so as not to introduce significant blockage effects

itaelf, and would have to be insulated from the needles so as not to short

out the wire.

It should be possible, perhaps using some of the ideas outlined above,

to obtain velocity data much freer from probe blockage effects than that

of the present author. Any probe configuration intended to reduce probe

blockage effects could be checked in steady flow against pitot profiles and

fully developed pipe flow data from the literature as discussed in Section

4.13, pp.170,171.If a probe configuration essentially free of blockage

effects could be constructed, data so obtained corresponding to that of the

v , and -,At/Px profiles discussed in Sections 4.13, 5.2 and 5.3

would carry much greater weight than the present author's data.
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A measurement of great importance which might be made in the

future is that of pressure drop along the duct. vor instance, the
increases in heat transfer and pressure drop produced by the oscillations
could be compared to investigate the analogy between heat and momentum

transfer. We make a few )rief estimates on the size of the pressure drops

that might be expected as compared to the peak-to-peak time-varying pres-

sure in the duct. We base our pressure drop estimates on fully-developed,

steady pipe flow corresponding to the mean flo; parameters under oscil-

lating conditions. From Figure 42, the value of P N/P under roughly maxi-

mum amplitude oscillations of which the apparatus is capable is ,.1030.

Since P 54.7 psia, and anuming that PN 2-, P , we obtain a PN

Evalue of

.1030 x 54.7 x 2 -- = 15.96 psi

Typical mean velocities (U) , densities ( ) , and Re values are as

follows*:

U = 34.1 ft/sec

- .288 lbm/ft3

Re = 101,000

The inside diameter of the duct is 1.50 in., and the maximum length available

for pressure drop measurements is -98 in. (see Figure 32). In Reference 28,

pp. 503-504, the pressure gradient in steady flow is given as

Px =D 2i (107)

and A for Re - 100,000 is ~ .018

Hence,
1 2 1 (.288)(34.1)

2

x .0 18 .4-6 2 32.2

P M .769 lbf/ft 3

x

.769 .00534 psi/ft

1
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The pressure drop which would be observed over the 98 in. length avail-

able is

98= 92 x .00534

- .0435 psi

Hence the pressure drop to be measured is of the order of 1/400 of

The ratio of the peak-to-peak fluctuating pressure at the two pressure

taps to the time-average pressure difference between these taps could be

reduced perhaps ten-fold, by locating both pressure taps at velocity anti-

nodes (pressure nodes). Presumably, the pressure difference would be

measured on a manometer, and perhaps small chambers and flow restrictions

as sketched in Figure 117, if properly designed, would allow the pressures

over the manometer fluid to be, very closely, a true linear time-average

of the adjacent duct pressure. This is, of course, necessary if the mano-

meter is to measure the time-average pressure drop in the duct, and not

some spurious effect of the very large time-varying pressures in the duct.

-,rl* WMC ctims-

FIGURE 117
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Earlier in this section, we discussed the fact that even if the - ?t/Px

profiles obtained in the present investigation were correct, it would be

difficult to compare At values from one profile to the next, since the

P values were unknown. We attempted to make this comparison by locatingX

regions of the - 41t/Px profiles where the variations of,& t appeared

'normal' (similar to that in steady flow, roughly o( y) and locating the

'reference line' through these regions. If local P x data could be ob-

tained using the manometer system discussed above, the correct 'steady

flow reference liae' could be immediately drawn on each -,4t /Px profile

without regard to the unsteady flow -^A /Px data. However, if the

future -. t/Px data was obtained at roughly the same x-position interval

that the author used (.% :-.. 6 in.) the pressure taps would appear to have

to be at most ~ 6 in. apart to obtain satisfactory 'local' P data. Thex
ratio of the peak-to-peak time-varying pressure at the pressure taps to

the time-average pressure difference between the taps would be increased

by a factor of 98/6 :M 16 for this reason, and also because the pressure

taps could not now be located at pressure nodes as was possible when the

overall pressure drop only was measurement. In this case, the ratio of the

peak-to-peak time-varying pressure at the pressure taps to the time-average

pressure difference might be as high as 16 x 400 - 6400 . Hence, it may

prove possible to obtain the overall P data referred to above, but notx
the 'local' P data. However, even the former would be quite valuable,

x
and the latter should be attempted, especially since the equipment and

apparatus modifications necessary are quite simple.

Finally, it is suggested that direct measurement of some turbulence

quantities can be obtained using the hot-wire. It appears that the power

spectrum of the x-component of velocity (a) can be obtained, as well as the

mean square value of the random component of a , (equivalent to a'2  in

steady flow) in spite of the large periodic component of a present due

to the oscillation. If data on the power spectrum of a was obtained at

various x-positions, it would verv likely furnish much more positive infor-

mation on the generation, diffusion and decay of 'abnormal' turbulence than

-/At/P x data which was used for this purpose in the present investigation.1This data could be obtained as follows. Essentially, the same techniques

described in Section 4 for obtaining one 'ensemble-averaged' cycle of the
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x-velocity component would now be used to obtain, say,10 or 20 consecu-

tive cycles of x-velicity values (not ensemble-averaged). The author

started to develop thib technique, but was forced to halt for lack of

time. Essentially, the only important difference from the data handling

technique described in Section 4, is in the obtaining of the original

photographic record of the output voltage of the hot-wire amplifie'r.

Rather than using a Polaroid camera with a 5 sec exposure and a synched

'scope trace of one cycle of the hot-wire output signal, as was done to

obtain the 'ensemble-averaged' data, the horizontal sweep in the scope

was turned off and a continuous-film-motion 35 mm camera was mounted on

the 'scope. thus, as many cycles as were desired could be recorded on

the 35 un film. From this photographic record, data reduction could pro-

ceed essentially as outlined in Section 4, until finally a continuous list

of x-velocity values over the 10 or 20 cycles of interest (with %40 vel-
ocity values per cycle) were obtained. Taking this data, choosing a

length T1  (Figure 118) equal to an integral number of cycles, as nearly

as possible, a Fourier analysis could then be performed. Plotting the

amplitudes of the Fourier components versus frequency,we would obtain data

as shown in .'gure 119 (for the case shown in Figure 118). The Fourier

components at frequencies of n(6) or , n - 1, 2, 3 ... , represent theT1
periodic components of the time-varying velocity and the remaining Fourier

components represent the random components of the time-varying velocity

(turbulence). The form of the power spectrum of the x-component of turbu-

lence would be represented by a graph of the amplitudes squared of the latter

Fourier components plotted versus frequency. The behavior in various regions

of the flow of the power spectrum of a so cbtained would, as discussed

at the beginning of this paragraph, very likely yield data on the development

of 'abnormal' turbulence much superior to that obtained by the prevent author.
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5.4 Brief Discussion of Certain Features of the

Heat Transfer Data of this Renort

We refer to the heat transfer data cf Figures 36-43. In addi-

tion to the oscillations of the heat transfer deviations and the general

shifts of the heat transfer levels shown in Figures 36-43 (and discussed

in Sections 5.1, 5.2, 5.3 and 5.5) the following additional features may

be observed.

(1) There is, in general, a gradual lowering of the unsteady

heat transfer data with respect to the steady flow data az one moves down-?I
stream. For example, iii Figures 41 and 42, the minima in the region of

chamber 22 are lower with respect to the steady flow values than the cor-

responding minima near chambers 9 and 10. Also in Figures 38 and 33, the

maxima near chamber 23 is lower with respect to the steady flow values

than the correspouding maxima near chambers 11 and 12.

(2) For about the first three chambers, in Figures 37, 38 and

39, there is an additional increase in heat transfer with respect to the

steady flow values and with respect to the values A/2 further downstream.

This effect may also be present to a slight degree in the other figures.

In Figures 38, 39, and perhape 37 (the No. 1 chamber point being likely

in error makes the conclusion uncertain for Figure 37) the difference is

such to make the deviations positive for the first three chambers whereas,

A/2 further downstream the deviations are negative.

To aid in discussing these features we now replot the heat trans-

fer data of Figure 42 in the form of the oscillating flo v Nusselt number

(Nun,u) divided by the steady flow Nusselt number (Nun) . This data

is shown in Figure 120 (curve No. 1). In order to compare the data A/2

apart, the downstream half of curve No. 1 in Figure 120 has been reproduced

A/2 farther upstream as curve No. 2. The gradual decrease of the t nsteady

heat transfer values with respect to the steady flow values as one moves

downstream here appears as the overall difference in level of curves (i)

and (2). The additional increase in heat transfer for the first three

chambers as compared to the steady flow values and as compared to data from

A/2 further downstream is not as apparent in Figure 120 as it would in a

similar plot prepared from Figures 38 and 39, but is slightly suggested by

2i
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data of chambers 1 and 2 (curve No. 1).

We first discuss possible explanations for the gradual decrease

in the unsteady heat transfer values with respect to the steady flow values

as one moves downstream. From Figure 120, the unsteady heat transfer values

divided by the steady flow values seems to average about .2 lower over the

range 35-30 diameters downstream of the entrance to the heated section as

compared to over the range 0-15 diameters downstream if same. We first in-

vestigate the question of whether ex;perimental error may have caused these

results. From Section 3.4, Table 15, the fractional heat balance errors j
of the runs yielding the data of Figures 36-43 (including the steady-state

run) are .04-.08. This would seem to imply that no experimental errors in

the calculation of the amount of heat transferred to each chamber large

enough to cause the overall deviations of curve 1 in Figure 120 occurred.

Further, as discussed in Section 3.4, the average fractional heat balance

error of ,-,.06 is likely due to conduction effects in thermocouple B,

Figure 31, and applies almost uniformly to all runs, leaving the random

error contribution to the fractional. heat balance error in the range +.02.

If this is the case, it is even more unlikely that experimental error is

responsible for the overall deviation of curve 2 from curve 1 in Figure 120.

Next, we investigate the possibility tnat the strength of the

oscillation (say, UA) varies significantly from velocity antinode to

velocity antinode, and hence, the possibility that the different values of

the unsteady heat transfer divided by the steady flow heat transfer in the

regions of, say chambers 6 and 18, 19 in Figurt 120, are caused by different

local values of U at these points, despite the fact that they art, located

similarly with respect to the node-antinode pattern. In Table 19, Section 4.13
A

pp. 176,177, we compared U /U computed (1) from just upstreart of the
A N jututra oth

siren wheel and (2) from hot-wire velocity data at x -0%,,,-36 in. further

upstream. We iound that the UA/ values so computed agreed.within 3 and 8%

in the two cases compared, the values further upstream being greater. [This

latter was likely due to the fact that the hct-wire value of /0 was a trueA A

peak-to-peak measurement while the pressure transducer value of UA/U was

based on a r.m.s. value of pressure (P N and the oscillation waveform was

I.
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only roughly sinusoidal , see pp. 176-I13l Hence, it appears unlikely that

the strength of the oscillation (say, 0) could be sufficiently different

at two points A/2 (,- 24 in.) apart to explain the overall deviation

of curve 1 from curve 2 in Figure 120. Fu ther support for the above

statement is obtained as follows. From Figvce 41 and 42 any reduction in
A -

oscillation strength in this range of U /U volues seems always to resulta A
in a decrease in the fractional heat transfer deviations. From Figure 120,

the fractional heat transfer deviations are la: -cr A/2 further upstream,

where the oscillations should be weaker, if substantial changes in os-

cillation strength occur over a distance of A/2, since this is farther

from the siren wheel.

Since, from the previous 2 paragraphs, it appears that the overall

deviation of curve 1 from curve 2 in Figure 120 is likely not caused by ex-

perimental error or variations in the oscillation strength down the duct,

we now search for other possible explanations of this deriation. We examine

possible effects of development of the thermal boundary layer on the fractional

heat transfer deviations. Two effects will be discussed here. To discuss

the first effect, we assume that the fluid properties (4, K, p) are un-

affected by the heat transfer. In particular, we assume tha . all turbulence

quantities, eddy viscosities and thermal conductivities, are independent of

heat transfer. Let us assume that the total conductivity (K, W molecular

plus 'eddy' conductivity) at a certain point in the node-antirre pattern

divided by the corresponding steady flow values is as sketched Ln Figure

121(b), which nows very crudely, some of the features of the -^t/Px pro-

files dibi.ussed in section 5.3. Very near the entrance to the heated section,

the thermal boundary layer may be very thin and a substantial fraction of the

temperature drop across the thermal boundary layer may take place within

the region of high K t(unsteady) / K t(steady) [see curve 1, Figure 121(a)].

At this point the fractional heat transfer deviation would be expected to

be large. However, A/2 further downstream, where the curve of Figure

121(b) again applies, the thermal boundary layer, being much thicker, may

have only a small portion of its temperature drop in the region of high

Kt (unsteady) / Kt (steady) [see curve 2, Figure 121(b)]. Here the fractional

heat transfer deviecion would be much smaller. From the - t/Px profiles

tt x
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and thermal resistance change [Figure 1 3] of Section 5.3 it is apparent

that, an effect as strong as that implied in Figure 121 does not, in fact,

exist; but to a lesser extent, such an effect is quite possible. The

second effect depends upon possible variations in the structure of turbu-

lence at similar points in the node-antinode pattern, due to differences

in the fluid properties (^ and 4) at the same y-positions cqused by the

different temperature profiles at varying stages in the development of the

thermal boundary layer. For example, since the flow near the wall has a

lower density, due to the locally higher 'emperature, there is a tendaricy

for the air in this region to oscillate with a larger U than the flow

further from the wall. This can introduce additional A.C. shear into the

1'
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flow over and above that expected from a constant-density flow analysis.

The nature of this additional A.C. shear will depend upon the density

gradient near the wall and hence upon the thickness of the thermal boundary

layer. If this additional A.C. shear contributes significantly to the

generation of 'abnormal' turbulence, then the latter will depend upon the

thickness of the thermal boundary layer. Thus, another mechanism by means

of which the development of the thermal boundary layer can affect the
fractional heat transfer deviations at similar points in the node-antinode

system is apparent. We now consider the possible application of these

effects to explain the overall deviation of curve 1 from curve 2 in Figure

120. From Reference 3, Figure 22, we take steady flow heat transfer data

in air at Re - 64,600, and replot it (Figure 122) in the form of local

Nusselt number (Nu) divided by Nusselt number at x/D = 25 (where the

flow is presumably thermally fully developed) versus distance from t-.e

entrance to the heated section in diameters. (The flow is hydrodynamically

fully developed upstream o. the heated section). The points corresponding

to the location of the chambers in the present author's apparatus in dia-

meters is shown in the scale at the bottom of Figure 122. Taking the data

of Reference 3, as roughly typical of that under steady-flow conditions in

the present author's apparatus, despite the difference in Re values

( %-65,000 versus -100,000), we see that the Nusselt number is within

about 107. of its final value at x/D - 5, and within about 4% of its final

value at x/D 1 10.

Thus, it seems very likely that the inner part of the thermal

boundary layer, say, y - .1 in, containing almost all of its thermal re-

sistance (see Figure 113) is nearly fully developed at x/D 1 10 or even at

x/D - 5. Then, since both the previously advanced possible mechanisms by

which development of the thermal boundary layer could affect the fractional

heat transfer deviations at similar points in the node-antinode pattern de-

pend upon substantial differences in the shape of the temperature profiles

for y 4 .1 in, these effeccs should be quite small more than ~ 5 diameters

downstream of the entrance to the heated section. Thus, it appears likely

that these effects are incapable of explaining the overall deviation ofI
R
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curve (1- from curve (2) in Figure 120. Hence, no satisfactory ex-

planation ca, be found for the gradual decrease of the unsteady heat

transfer data with respect to the steady flow data generally observed

in Figure 36-43 as one movet downstream. This apparent characteristic

of beat transfer under oscillating conditions should be further investi-

gated.

We now discuss the second feature of the heat transfer data of

Figures 36-43 listed at the beginning of this section - the additional

increase in heat transfer with respect to the steady flow values and

with respect to the values A/2 further downstream observed for the first

three chambers. [This is in addition to feature (1) discussed at the

beginning of this section]. In this region, referring to Figure 122, we

note that the Nu values are considerably different than the thermally

fully developed values, and hence also are the temperature profiles near

the wall. Hence, both the mechanisms discussed on pp. 261-263, might con-

tribute to the effect now being discussed. [Because the description of this

effect is so long, we hereafter refer to it as 'effect No. 2', the description

of which is given at the beginning of this section, and more briefly at the

beginning of this paragraph.] We now refer to Figure 38 and 39, where 'effect

No. 2' is sufficient to make the heat transfer deviations positive for the

first 3 chambers, while the deviations are negative A/2 further downstream. A

The mechanism discussed on pp. 262,263, by means of which the steeper tem-

perature gradient close to the wall nearer the beginning of the thermal

boundary layer may cause additional 'abnormal' turbulence generation, may be

of especial importance for these cases since, if K (unsteady)/K (steady)
t t

were iS 1 near the wall as is implied at the locations A/2 downstream of

chambers 1 - 3 by the data there obtained, the effect discussed on pp. 261,

262, which is not dependent on any change of fluid or turbulence properties

near the beginning of the thermal boundary layer, could not produce any

additional heat transfer increases at that location.

Finally, we point out that the 'effects directly due to the time-

varying velocity profiles' discussed in Section 1, pp. 12-18, may contribute

to 'effect No. 2' discussed above. In Section 1, we pointed that these
A A

effects should disappear beyond a distance x = U/uI downstream from the

L iA
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entrance to the heated section. Since the chambers of interest are
A A

quite close to a velocity antinode, we shall compute x as U A/(-

Taking U A/U data from Figures 36-43, a typical U value as 34.0 ft/sec,

and the 9th harmonic frequency as W - 27T x 270 rad/sec, we compute
A
x values as shown in Table 27. Since chambers I and 2 are each I in.

long, these effects appear likely to be mainly limited to chamber No.

1, with perhaps some effect in chamber No. 2 at the larger amplitudes.

This 'effect No. 2' observed in the first three chambers

should also be further investigated, to ascertain which, if any, of the

above-mentioned phenomena are important in its production and to see if

any other phenomena are involved.

TABLE 27

Run No. UA/ x

- - in.

23 .435 .296

22 .770 .525

17 1.159 .789

26 1.430 .974

21 1.560 1.063

18 1.691 1.152

16 2.31 1.574

27 1.929 1.315L
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5.5 Correlation of Heat Transfer Data

For the case of heat transfer in pipe flow with superimposed

standing-wave oscillations, in the situation described in Section 1,
A

we found that the Nusselt number distribution along the pipe [ Nu =
A x
Nu ( - )] was given as follows.

DA

Nu Nu( ) = f M. Re, Tt/T, S, UU x A/D) (7)

On pp. 1 - 7, we observed that likely Tw/T may be dropped from Eqn. (7)

when the variations of the fluid properties throughout the flow field

and the effects of viscous dissipation are unimportant. We shall make

this approximation here, although as discussed in Section 5.4, pp. 262,263,

the fluid density variation through the boundary layer (which depends

on T /T) may have some effect on the generation of 'abnormal' turbulence.w

In Equation (7), the dependence of the flow upon x , the distance down-

stream of the entrance to the heated section, and XAt the distance of a

velocity antinode downstream of the entrance to the heated section is due

to thermal development of the boundary layer. If the boundary layer is

fully thermally developed downstream of a certain point, in that regionx
Nu should no longer depend on 5 and xA/D separately but only upon
X - xDA

A, i.e., the distance of the point of interest downstream of a velocity

antinode. Under these conditions, Eqn. (7) may be replaced by

" ( x -xA A
Nu = Nu 5 D f ( M, Re, S, UA/U ) (108)

- for fully developed flow, when T /T may be dropped as a
w

parameter.

We now discuss the importance of the parameters of Eqn. 108.
A-
1A / represents the magnitude of the oscillation velocity as compared to

the mean flow velocity and from typical heat transfer data seems to he the

most important parameter as is to he expected.

We next present arguments which support the selection of a

certati function of S and Re ns the most por.tant parameter (after

A/I) with which to correlate heat transfer ddta. We begin b) examining

IVi exmnn
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some aspects of fully developed steady pipe flow.

Let U - mean flow velocity in pipe

U - centre-line velocity in pipe
mUr - skin friction velocity defined by

Twr ie v (109)

From Section 5.1, we have Eqn. (71) as follows.

Tw -2 (71)

In Eqn. (71), A is the friction factor given as a function of Re

in Reference 28, p. 504.

From Eqns. (109) and (71), we have

U F (110)

In Reference (25), p. 155, a graph of 5/U is given as a function of
Re. Hence, we can prepare the following table of Um/UT as a function

of Re.

TABLE 28

Re U /UT

104  20.3

4
3xlO 22.55

10 25.7

5
3x10 28.0

6
10 30.7

In Reference 32, p. 12, steady flow flat plate boundary layer

profiles are presented as plots of U/Ut versus yUr / for various

A.
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values of ReS (Reynolds number based on the boundary layer thickness).

To proceed with the discussion, we make the approximation of assuming

that these profiles are also applicable to fully developed pipe flow

with Re = 2 Res . Examining the data of Reference 32, we see that at

Re = 104 (ReS - 5x10 3) the velocity profile begins to deviate from

the universal velocity profile at U/U~t. 14. For higher Re values,

the deviation takes place at larger U/Ut values. Also, we note that at

Re - 10 4, the above-mentioned deviacio, starts at yUr /2)045, whereas

Ithe edge of the boundary layer (corresponding to the center of the pipe)

is at yU ii n 230. Hence, for the region U/U. 4 14, we are within

.1D of the wall and the geometry difference between the flat plate and

the pipe should not be serious. Since, for Re > 104 the yUr /V

values at the edge of the boundary layer ( ̂., center of the pipe) are

higher than for Re = 10 4, in these cases, the region U/Ut -4 14 will

be closer to the wall, and the geometry difference mentioned above should

be still smaller. From the above discussion, it appears that throughout
4 6

the Reynolds number range of Table 28, 10 -C Re < 10 , the flow regions

U/Ur 4 14 should be similar. The scale lengths and scae velocities for

these similar regions are, of course 30/Ur and U? . Now, we restrict

ourselves to gas flows, so that Pr ~ 1. Hence, if there was a fully

developed thermal boundary layer in the flow (the temperature differences

are presumed not to affect the properties of the fluid sufficiently to

significantly affect the velocity field of the flow), the temperature pro-

file would be similar in shape to the velocity profile. Thus, the fractional

thermal resistance of a region between the wall and a certain y - position

would be roughly given by U/U at that point. Hence, using the data of

Table 28 we see that the similar regions of the flow mentioned above

(U/U T<14) include about 14/20.3 - .69 of the thermal resistence at

Re =f10 , and 14/30.7 - .46 of the thermal resistance at Re - 10 . Thus,

the similar region, often containing more than half the thermal resistance

of the flow, is very important in determining heat transfer. As will be

veyipotn
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shown later, it appears that, under oscillating conditions, the inter-

action of the oscillation and the similar region of the flow, is largely*

dependent upon a certain function of Re and S, which will be used to

attempt correlation of various heat transfer data. Before discussing

this, we show some reasons why other combinations of the parameters

U / S, Re and M are important. We refer to Figure 122A.UA ,

- vIe

J'j,,//#r
Xe pio*

L / here

FIGURE 122A

Even if the effect of the oscillation on the similar region of the flow

is completely determined, from the previous discussion we see that a sub-

stantial part of the thermal resistance of the flow occurs for U/U I 14,

and hence this region also carries considerable weight in determining the

heat transfer. Clearly, a factor bearing on the relative importance of

the two regions U/UT < 14, and 14< U/Ut < Um/Ut is the-fractional

thermal resistance of the former region, which may be estimated as above

as - l4Ur/Um . As discussed earlier, this is a function of Re only;

Thus this indicates one reason for the importance of the parameter Re

alone. However, from Table 28, we notice that the change of 14Ur/Um
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is only 507. while Re changes by a factor of 100; hence the effect

of Re alone through 14UT/U appears to be fairly weak. However,
other effects of Re alone may be more important. We now discuss
reasons for the importance of the Mach number, M . At the beginning
of Section 5.2, we point out thac the laminar channel flow analysis
of Reference 1 indicates that the acoustic streaming velocities normalized
with respect to the time mean velocity in the channel depend only upon
(UA/U) M except for the regions of the very thin wall vortices. From
this indication, if acoustic streaming takes place in the actual flow
situation (turbulent pipe flow) one would expect M to be an important
parameter. Even if acoustic streaming is not a important mechanism,
M still cannot be neglected, since it partially determines the ratio of
wave length (X) to pipe diameter as shown in Eqn. (111).

2 X 2 c U 27D &JD) D MS (111)

Further, from p.269, we see that the edge of the similar region of the
flow occurs at yUV/ij 45. Let us designate the y-coordinate at this
point as ys* Thus

Ys= 45 (112)U-?

Now, the ratio of ys to D is given by

Ys 45 45/18 
(113)D Ur D R

which is obtained using Eqn. 110 (replacing the friction factor A in
Eqn. 110 by X, to here distinguish it from A the wavelength of the
oscillation). Hence, we have

4.f MS (114)
Ys 45,r8 MS

Thus M partially determines A/y as well as A/D. One reason for
5
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the importance of AID (and A/Y for the rest of this paragraph,

everywhere AID is written A/ys could also be read, except where

numerical values are given for A/D) is as follows. For very large

AID values (say A /D A 1000 or more) one would expect the 'abnormal'

turbulence to come into 'equilibrium' with the local oscillating flow

ield. In other words, if A/D is long enough, the 'abnormal' tur-

bulence should be dependent (ignoring heat transfer effects, see Section

5.4 pp.262,263) upon the local U/U value instead of upon UA/U and

the position of the point of interest with respect to the node-antinode

pattern. However, for decreasing A/D values the 'abnormal' turbulence at

a given point should -end to be progressively further out of 'equilibrium'

with the relevant local oscillating flow field.

From the discussion of the -^/Px profiles presented in

Section 5.3, it can be seen that for the case of the present author's

experimental work with A/D % 30, considerable evidence of 'non-

equilibrium' between the 'abnormal' turbulence and the oscillating flow

field at that point is present.

Finally, we present the arguments as to why the certain function

of Re and S referred to earlier should, under oscillating conditions,

largely control the interaction between the similar region of the flow and

the oscillation. First, under oscillating conditions, we compare the

length scale of the regions of the time-mean boundary layer which would

be similar under steady flow conditions as approximated by that of these
regions under steady flow conditions, y, ' ) =Y ihtelnt

. T , w

scale of the time-varying boundary layer, approximated using the laminar
flow analysis of p. 56 as / gr. Thus

SA Ur(115)
rIY46i 2)4

Reproducing Eqn. 110, we have

___ (110)
uor V A

Ji7



-273-

Combining Equations (115) and (110), we have:-

4A 11 XRe) Re___
I1-_ 1 (116)

y

Now, we compare the frequency scales of the time-mean and time-varying

boundary layers in an exactly analogous way to that of the length com-

parison done above. The frequency scale of the 'similar' ( the word

similar, used in quotation marks here, indicates the regions that would

be similar in the reference steady flow ) regions of the time-mean

boundary layer is
2

U? UT
.. (117)

The frequency scale of the time varying boundary layer is to . Com-

paring 10$ and w, we get

W_ = &a.J 8 = D ) 8 8S

Ws Ur 2 2 UD A ReA(Re) 8J ,(118)

using Equation (110). Hence, we see that the location of the regions of

high A.C. shear (represented by SA ) with respect to the turbulence

structure of the 'similar' regions of the time-mean boundary layer (repre-

sented by y' ) is determined byI (Eqn. 116). Also, the value of the

oscillation frequency as compared to the turbulence frequencies in the

'similar' region of the boundary layer is likewise determined by f (Eqn.

118). Thus, it appears that I should be a very important parameter in

determining the effect of oscillations on heat transfer in the flow. There-

fore, we shall tentatively regard I I (S, Re) as the most important

parameter (after UA/U) in the succeeding correlation attemps, and Re and
M as less important.

We now briefly review factors that may affect the flow system,

but which were eliminated in the simplify-ng assumptions that lead to Eqn.

108. First, at the beginning of this section, we discussed the elimination
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oi T w/T as a parameter affecting Nu. Also, at that point, we

assumed that the flow was fully developed thermally, thus eliminatingx xA
the independent parameters 2 and - affecting Nu and introducing

instead only . Including again, these two additional parameters
D A

in the equatiov for Nu would return us to Eqn. (7), see beginning of

this section. Even for Eqn. (7), derived in Section 1, the assumptions

listed on p. 1 are made, and differences (1)-(6), pp. 7,8, of the

actual flow situation from that assumed in the derivation of Eqn. (7)

must be borne in mind. We refer again to these points affecting the

validity of Eqn. (108) in succeeding paragraphs where correlation of

certain experimental data is attempted.

We now attempt correlation of heat transfer data of several
A

sources with the parameter UA/U and the parameters UA/0 and

The first set of data used is that obtained from the references of the

work done by T. W. Jackson et.al. at the Georgia Institute of Technology,

which were discussed in Section 2, pp. 42-56. We refer to Table 10, p. 43.

All data there listed is used in the correlation except for that taken

at Re = 2000. As discussed on p. 49, the data at Re - 2000 likely

involves free convection effects which may greatly complicate the effect

of the oscillations on the flow. Hence, this data is not used in the

correlation attempts. We now examine the points affecting the validity

of Equation (108) discussed at the end of the preceding paragraph, and

judge to what extent the data in question corresponds to the model leading

to Equation (108). These are only two significant points of difference

of the actual experimental situation from this model. The first is the

fact that the data of References 22 and 23 is taken with the flow beginning

both hydrodynamic and thermal development at the entrance to the heated

section. (The data of Reference 3 is taken with hydrodynamically developed

flow at the entrance to the heated section as in the model). Secondly,

all the heat transfer data used Li U42 correlation was taken between

distances of 11 and 31 diameters downstream of the entrance to the heated

section so that the flow is there not thermally fully developed as is re-

quired for strict application of Eqn. (108). To proceed with the correla-

tion attempt we make the assumption that the data of References 22, 23 and

I,
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3, roughly represents that of fully hydrodynamically and thermally

developed flow. We have some sitpport for this assumption as follows.

The unsteady flow data of References 22 and 23 divided by the relevant

steady flow data seems to repeat itself at A/2 intervals fairly well

beyond a distance of -13 diameters from the entrance of the heated

section. The data is typified by that of Figures 20 and 21 taken from

References 22 and 23 rep...sentively.

We now describe the elements of the heat transfer data used

in the correlation attempt, referring to Figure 123 taken from Figure

21. All data are taken at the 'maxima' 3A and 4A and the 'minima'

3V (Figure 123). These 'extrei'' are obtained by finding the points

at which a line parallel to the steady flow curve at a given x-coordinate

is tangent to the oscillating flow curve at that same x-coordinate. The

z-values are steady flow Nusselt numbers subtracted from the corresponding

unsteady flow Nusselt numbers. Hence all the z-values in Figure 123 are

negative as indicated. Nu is an average steady flow Nusselt number in

the x-coordinate range of interest. The y-values are either the distance

of a 'maxima' downstream of the indicated node of the distance of

'minima' downstream of the indicated antinode. Thus all y-values in Figure

123 are also negative as shown in Figure 123, since the 'extrema' are

there upstream of the reference points. We define the'level' (L),

'amplitude' (A), and 'phase'(0) of the unsteady flow heat transfer data

as:

3A 7-4A + z3V
2

L = (115)
2 Nu

A Z3A +z4A - z 3 v (116)
2

Nu

0 = Y3A +  Y3V + Y4A (117)

3 A
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Thus L represents roughly the overall fractional heat transfer

deviation of the oscillating flow data, A represents the fractional

amplitude of the oscillations of the oscillating flow data, and 0 locates

the 'extrema' of these oscilations, 0 = 0 corresponding to the 'maxima'

being located at the velocity nodes, and the 'minima' being located at

the velocity antinodes, and 0 = 1 corresponding to the reversed situation.

We note that the 'extrema' used in Figure 123 to compute A, L, and 0

are not always the ones so used; in some cases two 'minima' and one

'maxima' are used, and in the data of Reference 3 (See Figure 22,

taken from this reference), because of the large value of A , only

one 'minima' and one 'maxima' are used. In these cases, the equations

used for calculation L, A, and 0 would be slightly different than

Equations 115, 116 and 117 respectively.

The second set of data used in the correlation attempt is the

heat transfer data of the present author, Figures 36-43. Again, we

examine the data in question to see to what extent it corresponds to the

model leading to the correlation Eqn. (108). The heat transfer data used

in the correlation was taken between distances of 7 and 30 diameters down-

stream of the entrance to the heated section. There is only one significant

point of difference of the actual experimental situation from that of the

model of Eqn. (108). This is the fact that the flow is not thermally

fully developed throughout the region where the correlation heat transfer

data was taken, as is required for strict application of Eqn. (108).

Again, to proceed with the correlation, we make the assumption that the

data of the present author roughly represents that under fully developed

flow conditions. This should not be too bad an assumption, since on

entering the heated zection, the flow is already hydrodynamically fully

developed, and hence, thermal development in the heated section will pro-

ceed much more rapidly than if hydrodynamic development also started at

the entrance to the heated section. However, the discussion of Section

5.4 suggests that some thermal development may still be taking place

throughout the heated section. Hence, the assumption made above must be

borne in mind in the succeeding correlation attempts. The parameters

L, A, and 0 for the present author's data are calculated from equations

completely analogous to Equations 115, 116 and 117 presented previously.

Ia
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The data of Reference 31 could have also been included in

these correlations, if Reynolds number and time-average pressure

data corresponding to the given heat transfer data were presented

in the paper (see Section 2, pp.60-62). Since this data was not given,

the heat transfer data of Reference 31 could not be included in the

present correlation.

The variables L, A and 0 for the heat transfer data of

References 22, 23 and 3 and the present author are plotted versus
A

U /U in Figures 124, 125 and 126 and versus U /U and in Figures
A AI
127, 128, and 129. For the moment, we ignore the point marked (V)

in Figure 127.

The curves labeled Q-S in Figures 124, 125 and 126 are cal-

culated on a quasi-steady basis as follows. The unsteady flow Nusselt

number (Nu) divided by the steady flow value ( Nu ) at every point in
0

the node-antinode system is assumed to be related to the local value of
A -

U/U as presented in the second part of the quasi-steady discussion of

Section 1 (Pp.20-22). To form the parameters L, A and 0 under these

assumptions we examine Nu/Nu at a velocity node and at a velocity anti-
node. Under the quasi-steady assumption Nu/Nu at a velocity node is

always 1. Nu/Nu0 at a velocity antinode would merely be the value read

off Figure 14 for the relevant abscissa value ( UA/U ). We estimate

L, A and 0 as follows (subscript A denotes values at a velocity anti-

node).

L u + 1 (119)

2

A u (120)

L u > 1

(121)

=0 , NuA~

uI
i

I

I.
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A

Now, when 2 < UA/ <-" 3.5, the values of Nu/Na, predicted by the

quasi-steady calculation present a complicated picture, as roughly

sketched below.

I (bi
(A

XI f
~12 e

FIGURE 130

In this case, L, A and 0 as calculated in Equations 118, 119, and 120

have a meaning which corresponds poorly with the meaning of L, A, and
A

calculated from the experimental data. When 0A/U A 3.5, the Nu/Nu O

values predicted by the quasi-steady c-lculation still look qualitatively

as sketched in Figure 130(b) but now the distance ce is more than 3 times

the distance fd and the point f is much closer to the V.N. line, so

that the meaning of L, A and 0 calculated from Equations 118, 119 120,

again corresponds closely to that calculated from the experimental data.

Then, for U A/U < 2 and U A/U 7 3.5, we can use Equations 118, 119 and

120 to approximately predict L, A and 0 on the basis of the quasi-steady

calculation. Because of the aspects of the quasi-steddy calculation dis-

cussed above, the sections of the Q-S curve in Figures 124 and 125 for
AA

U,/U < 2 and U/U >3.5 are shown joined by a dotted curve indicating

F
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the uncertain meaning of the quasi-steady predictions in this area,

and for Figure 126, the Q-S curve is omitted completely for
A

2< UA < 3.5.
We now discuss the L, A and 0 data of Figures 124-129.

A

From Figures 124-126, that is, the plots of L, A and 0 versus UA/U

AA

approximation, be regarded as a function of U /U along. We now
A

refer to Figures 127-129, which plot L, A and 0 as functions of
A.- A

Ui A . At first glance, especially in view of the contours

which we have plotted on Figures 127-129, it appears that these figures

offer considerable evidence that L, A, and 0 may be regarded as mainly

dependent on UA/0 and . However, this is not the case as discussed

below. First, we note that the data of References 22, 23 and 3 falls

roughly along two lines; the upper (lower) of these lines corresponds

to data taken at a frequency of - 220(90) cps. From the discussion of

Section 2, pp.49,50,it can be seen that as we move along either of these

lines S changes, and also Re o A and M o< 1 H

in L, A and 0 that occur as we move along one of these lines could quite

possibly be due to Re and M effects as well as to t (and UA/U of

course) effects. Thus, in order to establish whether L, A, and 0 were

even approximately dependent on U /U and t only, we would require much

more data than that given in Figure 127-129, and in particular, we would

require large amounts of data at similar values of UA/U and I but widely

varying values of Re and M in order to allow one to attempt to show

that the effect of the latter parameters on L, A and 0 was relatively
small.

We now discuss which of the effects of the oscillation on the

flow mentioned 4n Section 1, pp. 10-19, are likely responsible for the vari-

ations in L, A and 0 shown in Figures 124-129. On the basis of the dis-

cussion of Section 5.1, it appears very likely that visious dissipation

is quite unimportant in the regime of the data of Figures 124-129. Also,

as pointed out in Section 1, p. 15 , the 'effects directly due to the

time-varying velocity profiles' should rapidly disappear beyond a distance
^ A
x = U/w downstream of the entrance to the heated section. It may

I
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readily be shown that the heat transfer data used in the correlations

was taken at much further downstream from the entrance to the heated

section than X. Hence, these effects also should produce unimportant

contributio:s to the L, A, and 0 variations shown in Figures 124-129.

Thus, tne rewaining mechanisms presented in Section 1, pp. 10-19, by

means of which the oscillation can likely produce contributions to the

L, A and 0 variations of interest are:

(1) Acoustic streaming

(2) Variation in the turbulence excha.ge properties of the 5luid

due to the imposed oscillations.

We are mainly interested here in tentatively applying the data of Figures

124-129 to examine some aspects of the effects on turbulence of the

oscillations [effect (2) listed above]. Therefore, we ask the following

questions. Is acoustic streaming likely to be a factor in any of the data

presented in Figures 124-129 and if so, what is its effect? We discuss

these questions with reference t0 the acoustic streaming discussion of

Section 5.2. In that section, we discussed the possible importance of

acoustic streaming in explaining the heat transfer deviations observed

for the data of References 22 and 23 corresponding to the points

UUA/U - 9.2, 1%z.2) and -/U6 7.3,f-= .11) in Figures 127-129 and

the data of the present paper corresponJing to the poin.. ( A/U 6.5 1P.0035).

For the latter case, it appeared likely that acoustic streaming was unim-

portant. For the former two cases, the evidence was controversial and un-

certain, some of it tending to support the idea that acoustic streaming

was here important. As stated in Section 5.2, the heat transfer data

obtained from References 22, 23 and 3, except for the two cases mentioned

above, shows little resemblence in form to that predicted by the acoustic

streaming theory. On the basis of this fact and the tentative conclusions

reached with respect to the data point (0A/U 6.5, ft.0035) in Section

5.2, we tentatively assume that acoustic streaming effects are unimportant

in Figures 127-129, except possibly for the two points at the highest

values.

We now examine briefly, the effects on heat transfer which would

occur, if acoustic streaming effects ware important, and superimposed on
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other effects in a certain piece of heat transfer data. The effect

of acoustic streaming on L, A and 0 is indicated by examining the form
J

of the heat transfer deviations produced by streaming as predicted by I

the theoretical laminar flow analysis of Reference 3. (See Section 2,

pp. 51-56, and Fig. 25). Examining Figure 25, we see, that a first

approximation, acoustic streaming should not affect L. A could be

either raised or lowered by the presence of streaming effects depending

on their phasing with respect to any other effects present. The

presence of streaming effects would always tend to shift 0 towards

the value that would occur if only streaming effects were present.

From Figure 25, this value would be about 0 = 1.3.

We now make some comparisons of the L, A and 0 data of Figures

124-129 with those predicted using the quasi-steady analysis (which pre- I
dictions are the Q-S lines shown on Figures 124-126). As discussed on

p. 273 , gives a rough measurement of the ratio of the oscillation

frequency to the turbulence frequencies in the 'similar' portion of the

boundary layer. Hence, it would appear that I should be the most im-

portant factor in determining the degree to which a given flow approaches

the quasi-steady state as described in Section 1, pp. 20-22. The other

factors U A/U, Re and M very likely also affect the above-mentioned

degree of approach to the quasi-steady state, but less strongly than .

Accordingly, we should examine the plots of Figures 127-129, select those

data points with the lowest values of . , replot the L, A and 0 values

of these data points versus U / and compare the latter plots with the
A

quasi-steady curves. This would isolate the data most likely to approach

the quasi-steady state. Examining Figures 127-129, we see that, by pure

accident, the 9th harmonic data of the present paper is approximately, the

data of lowest I value as mentioned above. Hence, to compare the lowest

i-alue data of L, A and 0 with the quasi-steady values, we merely have

to refer to Figures 124-126, restri ;ting ourselves to the.data from the

present report, excepting the 13th harmonic data point at UA/U 5.4.
A

Examining the relevant data in Figures 124-126, we see that there is quite

a strong tendency for this data to approach the quasi-steady curve. On

the other hand, the data at higher / values shows much poorer agre3ment

with the Q-S curve. The fact that the low I data tends to approach the

quasi-3teady curves for the cases of all three variables L, A and 0,

I
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suggests to the author, that for these experiment., conditions, some

regions of the flow are in truth approaching quasi-steady conditions to

some extent. Referring to Section 5.3, and in particular to the /PX

profiles there (Figures 105-108 and 110), the attendent discussion and

" also the discussion correlating the -/6t/P and heat transfer data)

seems to indicate that the region of flow most likely to be approaching

the quasi-steady situation to some degree would be that for o < y< .015 in,

which, being adjacent to the wall, should, of course, have the shortest

response time. This region also apparently includes the main region of

'abnormal' turbulence generation. While this is a very restricted region

of the flow, referring to the thermal resistance plot of Figure 113, we

see that this region includes -- .60 of the thermal resistance of the

flow and hence, could quite conceivably account for the approach of the

relevant L, A and 0 data in Figure 124-126 to the quasi-steady curves.

We now refer to the power spectrum data of Figure 115. Here, we see
that in the central regions of the flow, the energy of the r-component
of turbulence is mainly in a band centered at about twice the oscillation

thatin he enta ions oftefoteeegyoah pnn

frequency, and hence, one would certainly not expect the flow in these

regions to be quasi-steady. However, from Figure 115, we see that at
y=.054in the center of the band containing the r-component of turbulence

energy has shifted to about 10 times the oscillation frequency, and pre-

sumably for o < y< .015 in., the band of turbulence energy would shift to

still higher frequencies. Thus, it appears that in the region o<y<.015 in.,

the band containing the r-component of turbulence energy may be centered

at as high as 20-30 times the oscillation frequency, and it is turbulence

in this frequency range that the author suggests may approach the quasi-

steady state to some degree and thus be responsible for the behaviour

of the L, A and 0 data as discussed above.

We now discuss some possible reasons for the sharp fall off of

the L and A values for U A 4 and .0035 < < .025 (See Figures 127,128).

A possible partial explanation of the effect is as follows. For - .0035,

the turbulence frequencies in the 'similar' region of the flow (y +45,

o<y< .014 in. in the case of the present authors apparatus) are suffi-

ciently high, compared to the oscillation frequency; to allo, the turbulence

there to approach the quasi-steady situation to a significant degree. Hence,

the high values of L and A follow from the quasi-steady predictions. On
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the other hand forf l .025, the turbulence frequencies in the

'similar' region may be low enough compared to the oscillation fre-

quency so that the turbulence, as a rough approximation, does not

respond to the unsteady shear components, but only to the time-average

shear. Another effect, possibly contributing to the fall off of L and

A for /U > 4 and .0035 < f < .025 is as follows. As I increases, not
A

only does the oscillation frequency become higher compared to the tur-

bulence frequencies in the 'similar' region of the flow (Eqn. 118), but

the region of high A.C. shear moves closer to the wall as compared to

y' (Eqn. 110). Hence, as I increases in the range .0035-.025, it is

possible that the region of high A.C. shear is tending to become sub-

merged in the 'laminar sub-layer' where its capability for generating

'abnormal' turbulence is likely greatly reduced. Reiterating, the two

proposed effects possibly contributing to the fall-off of L and A for

SA /0. 4 and .0035 < .025 are: (1) that the oscillation frequency

is becoming too high for the turbulence to respond to, and (2) that the

regions of high A.C. shear are becoming submerged in the 'laminar sub-

layer' thus reducing their effectiveness in generatLng 'abnormal' tur-

bulence. If these two proposed effects are, in fac:, present then, for

A Z.025, one would expect L and A to decrease to small values, which

is what is observed, except for the data points at the two highest values
£

of f . As mentioned on p. 287, acoustic streaming may be an important

mechanism for these two points. Acoustic streaming effects of sufficient

strength could explain the high A values at these two points, but could

not explain the high L value at the data point at highest I . Thus,

if the above suggested explanation for the sharp fall-off of L and A

for UA/U 4 and .0035 <J< .025 is correct, we have no satisfactory
AA

explanation for the high L value at the point (U A 9.2, .2).

We now attempt to correlate some of the data of Reference 24,

taken in rocket motors, with the plot of L versus U/ 'and I of

Figure 127. The data which we attempt to correlate with Figure 127 is

that described in Section 2, pp. 56-59. (See FiS) 2; taken from Reference

24.) We first note that there are several ways in which the experimental

set-up in which this data was taken differs from the model leading to
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Eqn. (108); which is the basis of the correlation attempt (see p. 267).

The readily apparent significant differences from that model are:

(I) The flow is not hydrodynamically developed at the entrance to

the heat-transfer section (in which, in this case, the gas is cooled

rather than heated).

(2) The flow is not thermally developed at the point at which the

heat-transfer measurements are taken.

(3) Tw/T 7 1.

(4) The center-line fluctuating velocity waveshapes (as a fuliction

of time) are not even approximately sinusoidal; rather they are shocks

followed by exponential rarefactions.

To proceed with the correlation attempt, we make the approxi-

mation that differences (1) and (2) can be circumvented as follows.

We refer to Figure 131, which shows the flow situation of interest in

the rocket motor and a fully developed pipe flow situation which we shall

approximate it by.

,F/ow i,

(a Nc/(etMotor

t6 Lel
NSendory Idyer

\ 00'&//y beve/ped
-- 26 (i Pip C A/0W

FIGURE 131

We consider heat transfer data taken at point A (corres-

Donding to the data of Figure27atCdistancc of 16 in. from the

. . . . ... .a v i . f o h
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injector face) which is essentially located at the velocity antinode

of the fundamental longitudinal mode of oscillation of the motor

(which is the mode in which the unsteady flow heat transfer data was

taken). The boundary layer thickness at this point is estimated

roughly using the following formula for a turbulent boundary layer on

a flat plate from Re; 7ence 28, p. 537.

6-.2
& .37 Re (122)
x x

We feel that this formula may be used to roughly estimate S , in spite

of the fact that Re (computed in a way analogous to Re , p. 56) hasx

the relatively low value of .835 x 106, from the following arguments.

The flow inside a rocket motor even under non-oscillating conditions is

subject to very strong random disturbances. (e.g. peak-to-peak pressures

under the conditions leading to the steady flow data of Figure 27 are

typically about 5 psi), In the discussion of References 5, 19 and 4

(Section 2, pp. 35-37 and pp. 38-42) evidence from these references is given

which shows that oscillations are effective in reducing the transition

Reynolds number on a flat plate. In Reference 5, longitudinal oscilla-
A-

tions with U/U = 2.5 reduced the transition Re value from4 4 x

l.8xlO4 to 0.9x10 4. In Reference 4, longitudinal oscillation with
5 4

U/U= 1.4-1.8 reduced the transition Re value from 10 to 10 . Hence,

the author feels that transition of the boundary layer, even for the steady

flow data in the extremely disturbed flow in the rocket motor, likely takes
5

place at Re x 10 , and hence, Eq. (122) may be used to give a roughx

estimate of £ . We as3ume that the fully developed pipe flow of Figure

131(b), described by the parameters U /U and M relevant to the actual
AJ

experimental situation, Figure 131(a), and the parameters $= WD'/U

and Re' =pu D7A calculated from the values of ,1 , U and 14 3

relevant to the actual experimental situation and D' = 2  , is approxi-

mated by the actual experimental situation in the region where So D

From Section 2 , p. 58, we see that for the actual experimental situation

U/U = 7.90

M .050

Re = 161,000

S 6.0
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Referring to the previous discussion, and using Eqn. (122), we can

easily show that the parameteLa of the fully developed pipe flow used

to approximate the actual flow situation in the region of the antinodal

point are

Re' = 40,500

St 1.51

Taking A', the friction factor based on Re', from Reference 28,

p. 504, we can compute

S t  .001699

X'Re'

We now make an estimate of the .evel, L, from the heat transfer data of

Figure 27. Directly from Figure 27, the fractional change in heat trans-

fer at the 'maxima' (see p.2 75)

5.3 - 1.9 3.4.790

1.9 1.9

From the behaviour of the heat transfer data of Figure 27, we make a very

rough estimate of zero as the fractional change in heat transfer a che

'minima' (again see page 275). This estimate is very rough because the

values at the locations in Figure 27 where data is given near velocity

nodes (which is the basis of the above mentioned estimate of zero fraction-

al heat transfer change at the 'minima') are not the same as the 5 value

used to set up the fully developed pipe flow used to approximate the actual

flow situation near the velocity antinode. However, since the data of

Figure 27 shows a strong tendency for the fractional change in heat trans-

fer to approach zero in the region of the velocity nodes at 8 values
both smaller and larger than those used to set up the 'analogous' pipe flow,

the above estimate of zero fractional change in heat transfer at the

'minima' in the 'analogous' pipe flow should be satisfactory as a rough

approximation. Referring to the discussion of pp. 275-277, we see that theI value of L is merely the mean of the fractional changes in heat transfer

I
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at the 'maxima' and 'minima'. Thus, for our case, from the data of

Figure 27, we estimate

L 1.790 + 0 .895

Thus, the data point from this rocket motor data used to see if the
plot of L veesus U /U and I (Figure 127) obtained from pipe flow

A
data predicts the former with any degree of success is (U A/U = 7.90,

= .001699, L = .895) which is the point shown thus ( ) on

Figure 127. While this point fails somewhat outside the range of the

remaining data of Figure 127, making comparisons more uncertain, it

appears likely from the slope of the surface L = L (UA/U, ) Ahown

in Figure 127, that the L value of the rocket motor data will fall

considerably above the corresponding L values from hypothetical pipe

flow data at the same /U and I values. In the author's opinion,
A

the most likely cause for this assumed disagreement is the fact that

in the rocket motor the oscillation involves shock waves, whereas for

the remaining data of Figure 127, the waves are roughly sinusoidal.

In other words, all other things being equal, the author feels that a

shock wave will be much more effective in producing 'abnormal' turbulence

than a smooth wave (even if not strictly sinusoidal) of the same A
Ai

value. Of course, because of the crudeness of the comparison betueen

the rocket motor data and the pipe flow data of Figure 127, there are

many other possible causes for the assumed disagreement of L data,

which, however, the author feels are less important than the presence

of shock waves in the rocket motor as discussed above. These are listed

below.

(1) the fact that Tw/T A 1 in the rocket motor.

(2) the errors involved in approximating the 'flat plat.-' flow

in the rocket motor by the fully developed pipe as done above.

(3) The differences in Re' and M of the rocket motor data from

the Re and M values of the nearest pipe flow data of Figure 127 (note,

however, that these differences are not too large; i.e. from pp. 292,293, for

the rocket motor data Re' = 40,500, M = .050, and from Figure 42, for

the nearest pipe flow data of Figure 127, Re = 99,000 and M = .030).

-a
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We now make some recommendations for further heat transfer

measurements (both in the apparatus used by the author, and in possible

future apparatus). To start the discussion, we list the parameters

used in the correlation attempt. These are

A

S

X(Re) Re

Re

M

The f.u_ recommendation (See Figures 127-129) is that the UA/U -
plane shown in these figures be explored further using the present

author's apparatus. Simply by keeping the time-average duct pressure

and mass flow roughly constant and using different resonances of the

duct (Fundamental, 3rd, 5th, 7th, 9th, llth ... harmonics) Re and M

can be kept nearly constant and the effects of IAand U alone can

be studied. At the two lowest resonances, the present steam-heated

section is not sufficiently long to cover the distance of X needed

to completely survey one cycle of repetition of the heat-transfer

pattern. At these two resonances one would thus be limited to incomplete

heat-transfer data; however, for the 3rd harmonic case, extending the

heat-transfer section could allow data to be obtained over a distance of
. Using the same Re and M values used by th- present author, heat

transfer data could be obtained over a range of t values of .00039 -

.064 (the lower limit being the t value at the fundemental frequency of

the duct, and the upper limit the value at the maximum operating frequency

of the siren wheel, 5000 cps - See Section 3.1). Some further extension

of the range of I could be obtained by altering Re . Also, of course,

the effects of Re and M (in each case, with the other 3 parameters

kept constant) should be investigated. This can be accomplished readily

in the existing apparatus, 5ince the 3 parameters , Re , and M are

in our apparatus essentially determined by 3 variables p , U and W

which can be independent]: !,aried. The first two of these variables can
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be controlled by using the various available calibrated sonic orifices

(See Figure 31) and changing the pressure on the upstream side of these

orifices, and by changing the size of the opening at the variable area

nozzle. 4 can be varied, of course~by selecting different resoncances

of the duct. This proposed investigation of the effects of I ,Re, M,

in each case with the remaining parameters held constant (for varying

U A/0 values in each case, of course) would confirm or negate the author's

earlier proposal, that under the conditions of the model leading to

Eqn. (108), the parameters most important in determining the heat

transfer variables L, A and 0 are U and5 a .

From the discussion of pp. 290-294, it appears likely that

shock waves produce a considerably different effsct on the boundary layer

with respect to the generation of 'abnormal' turbule:ice than smooth waves

(even if not exactly sinusoidal) of the same peak-to-peak amplitude.

Since the present apparatus, using a siren to generate the oscillations,

does not produce shock waves, new apparatus would have to be built to

investigate their effect. The apparatus might be constructed as sketched
on Figure 132 using a piston to generate the oscillations. Reference 33

indicates that shock waves can be generated by a piston oscillating at

the end of a closed tube (no time-average through flow). Hence, it

appears quite likely that shock waves can be generated using the apparatus

sketched in Figure 132.

i-A

fx///d-i "I-
i6x aw'i O-,,ke

FIGURE 132
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5.6 Some Recommendations for Further Work

The recommendations given here are merely those presented at

various points in Sections 5,1-5.5; we collect them together in this

section, giving section number, page numbers and a very brief description

for each recommendation.

Section 5.2, p. 199 , the suggestion that an acoustic streaming

analysis be done using eddy plus molecular viscosity instead of molecular

viscosity only.

Section 5.3, pp. 250- 257, suggestions for reducing the blockage

effect of the hot-wire p-'obe, for making pressure drop measurements in the

duct, and for making certain direct measurements of turbulence quantities

using the hot-wire anemometer.

Section 5.4, pp. 258 - 266 , in this section we discuss several

effects that appeared in the heat transfer data of the present author, and

for which explanations are lacking or are merely postulated, and unsupported

by additional experimental data. In this case, the suggestion is merely the

general one for further investigation of these effects, rather than specific

suggestions as given elsewhere in this section.

Section 5.5, pp. 295 - 296 , suggestions are made that the depen-
A

dence of the heat transfer variables L, A and 0 upon the parameters U A/U,

1, Re and M be further investigated using the author's apparatus, and

that the effect of shock waves (as opposed to smooth time variations of pres-

sure and velocity) upon heat transfer in pipe flow be investigated (this

would require new apparatus).

4
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5.7 Possible Applications of the Effects of Longitudinal

Oscillations Upon Heat Transfer Observed in this Repert.

We consider the possibility of the application of oscillations to

improve the performaace of a heat exchanger with gas flow inside pipes. We

define the following quantities:

AP = pressure drop in steady flew
0

'4 = pressure drop in oscillating flow

AQo 0 heat transferred in steady flow

4Q = heat transferred in oscillating flow

We consider the following possible form for the relation of heat transfer

and pressure drop in steady and oscillating pipe flows. (The steady and

oscillating flows compared are, of course, identical, except for the pres-

ence of oscillations In one case).

n
4p°  (128)

0!

We now discuss what value n is liable.to take. If the oscillation increases

the eddy viscosity and eddy thermal conductivity by the same factor at all

points in the flow (i.e., the turbulent Prandtl number is unchanged by the

oscillations) since the turbulent and molecular Prandtl numbers are then near

unity throughout both the oscillating and reference flows, the fractional

increase in heat transfer saould be roughly the lame as the fractional increise

in skin friction. In this case, n , 1. However, the very uncertain experi-

mental data presented below seems to indicate that n is considerably greater

than 1. From the very tentative estimates of pressure drop made in the author's

apparatus (Section 5.3, pp. 237- 240), it is seen that with an 'overall oscilla-

ting flow heat transfer coefficient of - 1.30 times the steady flow value, the

overall pressure drop under similar oscillating flow conditions is estimated

as ̂ -.-1.85 times the steady flow value. Hence, in this case n may be estimated

from
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(1.30) = 1.85

n = 2.35.

In Reference 9 (Section 2, pp, 24 - 25 ) heat transfer and pressure drop

data in oscillating air flow in a pipe are given (a description of the

experiment is given in the quoted pagas in Section 2). In Section 2, we

pointed out that essentially no data on the amplitude, waveshape, etc. of

the oscillation was given in Reference 9; hence that data could not be

used in the correlation attempts of Section 5.5. However, to estimate nr we need only heat transfer and pressure drop data under the same (partially

unknown) oscillation conditions; this data is given in Reference 9. This

data was taken at 4 different frequencies in the range 2.5-15 cps and

over a Reynolds number range of 7,000-200,000. In Table 28A, we give the

M and I values of the flow as functions of Re and f

TABLE 28A

freq.(cps) 2.66 4.66 7.17 15

Re M It I___ I

5,000 .00172 32.OXI0 4 56.OXl0-4 86.0XI0 180.0X10 -4

10,000 .00344 9.54 16.70 25.7 53.6

20,000 .00688 2.84 4.98 7.65 16.0

50,000 .0172 .561 .985 1.514 3.16

100,000 .0344 .164 .287 .441 .924

200,000 .0688 .0462 .0811 .1244 .260

/Nu-Nu \%

In Figures 134-137, the fractional increases in heat transfer( --

and pressure dro-N P0_-_ ) are plotted versus Re (at a different frequency

in each of the four figures). In each figure, each pair of points at a given

Re value was taken under the same oscillating conditions. Examining these

figures, we see wide variations in the relation between the heat-transfer and

precsure drop increases. For instance, in Figures 135 and 136, below
3XIO 4 ,

R = 3X= , the fractional pressure drop increases are typically 6-8 times
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the fractional heat transfer increases, while in Figure 137, below Re = 105

the fractional heat transfer increases are roughly equal to the fractional

pressure drop increases. While some variation of n with Re and f is

expected, it is likely that the extreme apparent variations shown in Figures

134-137 are partially produced by experimental errors in the pressure drop

measurements. The discussion of the pressure drop measurements in Reference

9 indicates the likelihood of these errors; for exampleit is pointed out

that under some conditions, the indicated pressure drop was negative. De-

spite the likely severe errors in the pressure drop measurements, we make

a crude attempt to estimate n by plotting the data of Figures 134-137 in

the form AP/ 4P versus Nu/Nu on logarithmic paper (Figure 138). The0 0

lines n=l, 2 and 3 are also shown in Figure 138. The extreme variation

of the apparent n values of the data of Figures 134-137 is indicated in

Figure 138, but the best 'average' value of n appears to be ,V 2. This

value of n very roughly agrees the value estimated earlier from the present

author's data (n = 2.35).

At this point, we point out that excitation of the oscillations by

a siren, as done in the present author's apparatus would very likely introduce

such a large pressure drop at the siren (over and above that needed to generate

the wave of the oscillations) due to separation effects, etc., as the siren

ports open and close, that this pressure drop effect would greatly outweigh

the effect of increased pressure drop in the pipe due to increased turbulence

caused by the oscillating flow velocities. In this case, the siren losses

would probably make the heat exchanger operation very poor on a pressure drop

basis. Perhaps the non-wave-producing pressure drops at the oscillation genera-

tior car, be reduced by using a piston to generate the oscillations as sketched

below: VelocitY Vlecity Volo;tY

Ahtil@oUZ N.W Ahtih.Se

I: I.. .I

MoCe: O0e,. '(ee WVfA.tAde
smy or. jwY voe Ad pes o t iv

hefwve,, e4*re rA*..vy.

FIGURE 133
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[Of course, it is apparent that the additional mechanical complexity

necessary to generate oscillations in a heat exchanger is a strong factor

against the application of oscillations to improve heat transfer (Obviously,

this does not apply to the case where oscillations may be obtained directly

from the flow - e.g. combustion driven oscillations as described in References

24, 13 and 14). However, we ignore this point temporarily and see what

other factors appear from the present flow analysis].

We first present a brief very simplified discussion of the effect

of certain variables on the 'design' of a steady flow heat exchanger. Our

reference heat exchanger contains N pipes of inside diameter D and length

L through which the gas flows with average velocity V and pressure drop

APo 0.We are to transfer a total amount of heat AQ T BTU/hr to a gas mass

flow of A Ibm/sec. We consider only the gas thermal resistance, that the

gas flow is always fully-developed and turbulent, and that the log-mean tem-

perature difference is the same for all cases considered. From Reference

23, p. 219, for fully-developed pipe flow, Nu C Re0 .8 (Re - 10 - 1.2xlo5).

We assume that this formula applies to all cases of interest here and thus
0.2 0.8 *2

h d- D V From Reference 28, p. 503 the fraction factor \. & Re 2 5

35
in the range 4xl0 < Re 4 105. We assume that this formula also applies to

all cases of interest here and thus X O V -'2 5 D"2 5 . Using the preceding

simplifying assumptions, the effect on the pressure drop and volume of the

heat exchanger of changing the mean flow velocity and pipe diameter (in steady

flow) are shown in Table 29 in the first 6 rows of data. From row 2, we see

that doubling the flow velocity reduces the size of the exchanger almost by

a factor of 2, but almost quadruples the pressure drop. Conversely (row 3),

halving the flow velocity almost reduces the pressure drop by a factor of 4,

but nearly doubles the size of the exchanger. From row 4, we see that halving

the size of the tubes produces the same reduction in exchanger size as doubling

the mean flow velocity, but with only a very modest pressure drop penalty, as

opposed to the severe pressure drop penalty which occurs if the same exchanger

size reduction is achieved by increasing the mean flow velocity. From rows

1, 2 and 3, we see that changing the value of V without changing D, allows

one to reduce the volume of the exchanger, but only at the expense of increasing

AP (or vice-versa). However, from rows 4 and 5 (especially the latter), we0
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TABLE 29

Number
Diameter Mean Number Length Proportional

of Flow of of Pressure to Volume
Pipes Velocity Pipes Pipes Drop of Exchanger

Steady(l) D V N L AP NLD2
Flow ..

(2) D 2V N 1.15L 3. 8 74P .575 NLD 2

2 

( 2N .870L .2586P 1.740 NLD2

(4) D V 4N .575L 1.367AP .575 NLD2

(5) D
.852V 4.70N .555L P°  .'53 NLD

(6) 1 I.188V 3.37N .595L 1.913&P .500 NLD2
2 0 o

Osc. (7) D V N A lo(n=l) .500 NLD
Flow 0

(See Text 24P o(n=2),4 P (n=3)

see that reducing D (and changing V) allows a definite improvement in ex-

changer performance to be obtained; i.e. in row 5, the volume of the exchanger

has been reduced without increasing &P (the opposite situation could also be
0

obtained easily by suitably altering V after D had been reduced). Returning

to the case when V is altered and D remains unchanged, it may easily be

shown that in this case

-2.44
AP oL (NLD) . (129)

0

In row (7), Table 29, we have considered the oscillating flow case where D

and V (and N) are the same as in the reference steady flow but the average

heat transfer coefficient has been doubled by the oscillation. We see that

the volume of the exchanger has been halved and the pressure drop is 1, 2, or

4 times AP for the cases n = 1, 2 and 3 respectively. For the use of0

oscillating flow where D, V and N are as in the steady flow case, it may

easily be shown that the changes in pressure drop and exchanger volume pro-

duced by the use of oscillating flow are related by (assuming E' . (128) to be

valid)

A P6 d (NED2 . (130)
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Comparing Equations (129) and (130) shows that if n-, 3.44, the use of

oscillations together with changes of V will allow lower exchanger volumes

for a given AP (or vice-versa) to be obtained. If n > 3.44, such im-

proved performances cannot be obtained. Our earlier very tentative estimates

of n from experimental data give n A 2, which, if correct, makes such

improvements in heat transfer possible. In row (6), Table 29, we have com-

puted steady flow results for halving the diameter of the tubes and adjusting

V so that the volume of the exchanger is halved. The latter was done simply

to make the exchanger volumes equal for the steady flow case of row (6) and

the oscillating flow case of row (7). Examining these two rows of data, we

see that if n Z 2, as tends to be indicated by the experimental data dis-

cussed earlier, then doubling the heat transfer coefficient by the use of

oscillations is about as effective in improving exchanger performances as

halving the tube size (using steady flow). However, we point out another

point against the possible use of oscIllations to improve heat exchanger

performance is as follows: The improvement in performance obtainable by re-

ducing the tube size can in many cases be made very large by decreasing the

size much more than a factor of 2 as in the example discussed above; however,

the local fractional heat transfer increases due to the application of

oscillations noted by the author in surveying the literature appear to be

limited to ,v 2 at most. Hence the exchanger performance increases ob-

tainable through the use of oscillations appears very limited compared to

that obtainable by reducing the size of the tubes.

We now leave the question of the relation of the effects on heat

transfer and pressure drop of the oscillation, and make some estimates of

the work required to maintain the oscillation as compared to the pressure

drop work in the pipe in the reference steady flow. The damping coefficient

(04,ft "I) for a wave travelling in a circular tube based on molecular vis-

cosity and thermal conductivity effects only is given in Reference 34 as:

2t

2 i&/1 + K (31)
Dc- / Dc
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Reference 34 also presents experimental data from Reference 35 taken under

the following conditions. Oscillations were set up at an organ-pipe resonance

in a tube of 6.7 cm inside diameter at a frequency of 50 cps. The gases used

were CO2 and air and the mean pressure range was 1 - 2.2 atm. The maximum
A-

value of P /P obtained in air at 1 atm pressure was .0647. The through
Nflow of gas was zero or very small. In air at one atmosphere pressure, ex-

perimental damping coefficients as much as 2.7 times the theoretical value

from Eqn. (131) are shown in Reference 34 (from the data of Reference 35) at

the largest PN/P values. These values decrease towards the theoretical

value of Eqn. (131) at lower values of NP . Reference 35 points out that

turbulence produced by the oscillation is likely the mechanism explaining the
A

high values of 0( observed at large P N/P values. From this discussion

it can be seen that the wave energy lost per unit time computed from Eqn.

(131) is very likely to be considerably too small when applied to our case

of interest; that is, turbulent time-average through flow in a pipe, with

superimposed oscillations. Nevertheless, we shall use Eqn. (131) in computing

the work necessary to maintain the oscillation, bearing in mind that this is

a lower limit and that the true value may be several times higher. From

Eqn. (131), it can easily De shown that the wave energy lost per unit time,

per unit area of the pipe, is

E- 2I P2 K
0 8 i + (132)o P

where U is the local peak-to-peak velocity.

Hence, the total wave energy lost per unit time in a pipe of lertgth L, dia-

meter D, with standing waves of antinodal peak-to-peak velocity U set
A

up inside is

1 1AZ A ( /
E = 7DL'-, - U - +(133)
o'l 2 3 A 2 (1i C
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Now, the pressure drop work done per unit time in the flow in the reference

steady flow is

E1 A PL -2 (134)

Forming the ratio of Eo1  and Es, 1  from Equations (133) ana (134), we get

E )

1 UA) 1 WD

s~l

E_ . _ 11 l\)
___1 (1 L)K (135)

s,1

First, we apply Equation (135), to the maximum amplitude oscillation heat trans-

fer data of the present author (Figure 42). From Figure 127, the overall frac-

tional heat transfer increase in this case is ,v .29, U A/Di 6.50, andfl .0035.

Pr for air is .73 and from Schlicting (28) p. 504, for ReiO 5 , .018.

Substituting these values in Equation (135) yields

= 14.5 (136)E ' "

Referring to the earlier discussion of the effect of oscillations on pressure

arop and volume of heat exchangers, and remembering that: (1) E may well
s~l
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be several times larger than given in Equation (136) due to the effects of~E
o

turbulence, and (2) that this value of is for a overall heat transferE '

increase of only rV 30% , it appears, if the case calculated above is fairly

typical, that the principal additional power requirement associated with the

use of oscillations, is not that due to the increased pressure drop in the

pipe, but that necessary to maintain the oscillation. Referring to Equation

(135), Pr - .73 is tyiical for gases, and the X value of .018 (at Re = 10 )

may be used over the range 10 4< Re 4 106 with a maximum error of ^, 35% since

it appears in the square root. Hence, the lower limit of the ratio E°'l is

4 E
given for gases in the range 10 4 Re -C 10 within "V 35% by substituting

these two values into Equation (135), yielding

A 2

El 5.73 UA(137)

s,l ( D

Referring to Equation (137), as far as can be seen from Figure 127, it appears

that substan~ial increases in overall heat transfer will always be associated

with large E values (say, 10 or more). Because of the large power require-

ments necessar to maintain the oscillation, it appears that wherever heat

exchanger flow power requirements are an important factor, oscillations will be

of no use in improving exchanger performance. On the other hand, if power re-

quirements are of no importance, it appears, referring to Table 29 that the

exchanger size reductions achievable by the use of oscillations can more easily
be achieved by increasing the flow velocity (or decreasing the pipe size). Thus
it appears likely that the only cases where applications might be found for the

use of ^scillations to improve heat transfer would be those where the oscillations
can be generated by the flow itself without absorbing very large amounts of pres-

sure and kir.etic energy of the time-average flow. The obvious examples of this

are combustion-driven oscillations, where the wave energy source is not the pres-

sure and kinetic energy of the time-average flow but the combuslion reaction.

If one had a burner, say at the end of a boiler tube (i.e. a case unlike that

of unstable combustion in jet and rocket engines, where improved heat transfer

to the duct wall is not desired) as sketched in Figure 139, it might be useful
to set up a .mbustion-drivcn oclation.-a an.. -- re -he Lube
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to increase the heat transfer coefficient at the tube wall.

Ce wustr B/ 1ler1

Air

Ojc;//1 tiOO perposed

ON Tiime- Awrproe Alow

FIGURE 139

However, even here we note that it would still be possible to make similar

increases in the heat transfer coefficient by the simpler means of increasing

the flow velocity, and as the boiler volume could be reduced by the use of

oscillations, it could also be reduced by decreasing the pipe size.

From the above discussion, it appears that the opportunities to apply

longitudinal fluid oscillations to improve the performance of heat exchangers

with turbulent gas flow in pipes are very limited.

2I
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